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Abstract

Cell membranes are crucial to the life of cells and vesicles are important model systems for cell
membranes. In this thesis, we aim to understand shape transformation of vesicles with theoretical
tools from differential geometry and numerical techniques within the framework of level set method.

In Chapter 1, a breify introduction to membrane structure and membrane proteins is given. In
Chapter 2, we introduce the mathemtical language for the description of surfaces and curves. In
Chapter 3, variation for the Hamilton beyond Helfrich model is presented. In Chapter 4, we show
how to discretize geometries of surface and curves with the level set method. A novel high order
scheme for Hamilton-Jacobi equation with level set-defined boundary conditions is developed.
In Chapter 5, we demonstrate accuray of our numerical scheme introduced in Chapter 4 with
numerical experiments. In Chapter 6, we develop a semi-implicit level set method for the dynamics
of single phase vesicles, biphasic vesicles and protine kinetics in three dimensional space. We explore
how different parameters and physical conditions affect shape of vesicles.






Chapter 1

Introduction

1.1 Membrane Structure and Membrane Proteins

Cells are the fundamental units of all living organisms on earth, ranging from an E coli ( Fscherichia
coli) of several microns to a blue whale up to 30 meters.!-! In view of the diversity of forms of life
on our planet, the similarity of fundamental mechanisms across different species is extraordinary.

1.1.1 The Lipid Bilayer

Cell membranes are crucial to the life of cells. Cells are literally packed with membranes. The
most important function of membranes is topological. Membranes, acting as a permeability barrier,
compartmentalize cells into different organelles for different tasks. It is estimated that there are
about 10'* cells in a human being and the total surface of membranes can cover an area of about
100km? [mouritsen2005life] 1-2. All biological membranes consists of a very thin lipid bilayer (5nm)
and protein molecules, held together mainly by noncovalent interactions. The most abundant
membrane lipids are the phospholipids, which have a polar head group containing a phosphate
group and two hydrocarbon tails with between 14 and 24 carbon atoms. In the physiological state,
typical length of a lipid molecule is 2 nm and cross-sectional area 0.7 nm?. Tails with at least one
unsaturated cis-double bonds have a kink, which makes them shorter and more rigid than saturated
tails. Major lipids in cell membranes include phosphoglycerides, sphingolipids, glycolipids
and cholesterol. Among them, cholesterol takes the most peculiar shape, containing a rigid ring
structure, attached to a single polar hydroxyl group and a short nonpolar hydrocarbon chain.
It is interesting to observe that only negatively charged lipids are used by nature to construct
membranes.

Lipid molecules are amphiphilic, i.e., they have a hydrophilic (water-loving) polar end and
a hydrophobic (water-fearing) nonploar end. They are nature’s own surfactants. The hydrophilic
ends dissolve readily in water because they can form either favorable electrostatic interactions (if
they are charged) or hydrogen bonds (if they are polar and uncharged) with water molecules .
The uncharged and nonpolar ends cannot form energetically favorable interactions with water
molecules and adjacent water molecules are forced into icelike cages surrounding hydrophobic
ends. Those cage structures are more ordered, with lower entropy and assumes higher free energy.
Exposed to water, amphiphilic molecules reorganize themselves to shield their hydrophobic ends
from the water. Depending on their packing parameters'-® P, they can form either spherical
micelles (P <1/3), with tails inward, or lamellar bilayers (P = 1), with the hydrophobic tails
sandwiched between the hydrophilic head groups. Line tension on the edge of a phospholipid bilayer
can then seal it into a closed compartment known as an artificial vesicle.

The lipid bilayer is a two dimensional fluid, where lipid molecules can diffuse rapidly in the plane
of the membrane. The fluidity of a lipid bilayer depends on both its composition and temperature.
Lipids with shorter hydrocarbon chains or double bonds are more fluidic as they are more difficult

1.1. The material of this section comes primarily from Chapter 10 of [alberts2014molecular| (the bible of
molecular cell biology) and [mouritsen2005life] (a monograph on lipids). Due to copyright issues, no graph is included
and the reader is referred to the above mentioned texts for more detailed textual and graphical introduction on
membrane structure and membrane proteins.

1.2. In comparison, the campus area of University of Arizona is about 1.5km? while Wuhan University covers
an area of 3.5km?.

1.3. The packing parameter P of a lipid molecules is defined by P=v/a-[, where v is the volume of the lipid,
a area of the head group, [ length of the lipid. The packing parameter is a measure of the compatibility between
the size of the head group and the size of the hydrophobic tail.
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to pack compactly. A synthetic bilayer made from a single type of phospholipid changes from a
Ld (liquid-disordered) phase to a So (solid-ordered) phase at a characteristic temperature, which
is know as thermotropic phase transition. If the bilayer consists of more than one type of
phospholipid, lipid molecules of the same kind tend to attract each other, separating out as a
distinct domain with characteristic physical properties, know as lateral phase separation. Those
segregated domains are termed lipid rafts which can provide specific protein binding and reaction
sites. Since different phases of bilayer domains have different phase transition temperatures, the
transition from a liquid disordered phase to a solid ordered phase now takes place over a range
of temperatures. At a certain temperature, Ld phase and Lo phase can coexist, know as phase
coexistence or phase equilibrium.

Cholesterol is an important modulator of the properties of lipid bilayers. Being an amphiphilic
molecule, cholesterol can be easily incorporated into lipid bilayers with its -OH head group at the
bilayer-water interface and the steroid skeleton inside the hydrophobic core. Mixed with phospho-
lipids, cholesterol spans less than one monolayer leaflet of a typical bilayer and has a remarkable
dual effect on membranes. One the one side, due to its peculiar shape and structure, cholesterol can
not be compactly packed into the solid ordered phase of a lipid bilayer. On the other side, a loose
packing in the liquid disordered phase is not energetically favorable. This frustration is released
by the introduction of a new phase, the Lo (liquid-ordered) phase, first proposed by John Hjort
Ipsen in 1987. On the one hand, lipid chains in the liquid-ordered phase have less conformational
freedom, which makes the lipid bilayer thicker, more grid and less permeable to small water-soluble
molecules. On the other hand, the liquid-ordered phase is still a liquid with considerable positional
disorder and high lateral mobility of the membrane molecules, which is required for membrane
function. Table 1.1 summarizes for different phases of a lipid bilayer the differences in positional
freedom and internal freedom. In addition, the liquid-ordered phase can be stable below the phase
transition temperature and cholesterol thus plays the role of an anti-freeze agent. This ability to
stabilize the liquid ordered phase over a wide range of temperatures is one of the most remarkable
properties of cholesterol.

positional (translational) freedom | internal (conformational) freedom
liquid-disordered phase yes yes
liquid-ordered phase yes no
solid-ordered phase no no

Table 1.1. How the liquid-disordered phase, liquid-ordered phase, solid-ordered phase of a lipid bilayer differ
in terms of positional freedom and internal freedom.

1.1.2 Membrane Proteins

Even though there are no genes coding for lipids, more than half of our genes are related to
proteins that are either integral membrane proteins or bind peripherally to membranes. It is those
membrane related proteins that perform most of the membrane’s specific tasks and give each type
of cell membrane its characteristic functional properties. Lipids grease the molecular machine
controlled and run by proteins and DNA.

Membrane proteins can be associated with the lipid bilayer through various molecular inter-
actions. Some of these forces are weak and nonspecific, others can be strong and long-ranged
electrostatic forces. Formation of hydrogen bonds and even chemical bonds may also be involved. A
huge and important class of membrane proteins spans the lipid bilayer with at least one membrane-
spanning domain. The transmembrane part has hydrophobic amino acids interacting with the
hydrophobic tails of the lipid molecule and sometimes hydrophilic or charged amino acids toward
their interior, while outside the membrane water soluble part often carries the functional units of
the proteins. The match of size of the hydrophobic transmembrane region from a membrane protein
and the hydrophobic core of the lipid bilayer could be a way to sort different proteins to different
parts of the membrane. The genes coding for the transmembrane domain of membrane proteins is
one of the evolutionarily most conserved sequence, suggesting a universal lipid-protein interaction
mechanism.
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Membrane proteins are related to many functions of cells, e.g., transport, biochemical signaling,
energy transduction, receptor-ligand interactions, nerve activity. In addition, membrane-bending
proteins can deform bilayers. Some insert hydrophobic protein domains or have an amphiphilic
« helix attached to one monolayer of the lipid bilayer, increasing the area of only one leaflet and
creating a physical stress to bend the membrane. Some coat proteins form rigid scaffolds that
deform the membrane or stabilize an already bent membrane. Some proteins cause membrane lipids
of a specific packing parameter to cluster, locally inducing a particular spontaneous curvature.

Membrane proteins can rotate about an axis perpendicular to the plane of the bilayer (rota-
tional diffusion) and move laterally within the membrane (lateral diffusion). Proteins can also
influence the local structure and composition of the bilayers. On the other hand, physical curvature
stress and lateral stress profile of the lipid bilayers can modulate structure and therefore function
of the proteins. Research on protein-lipid interaction on different scales is still a rapidly developing
field.

1.2 Vesicles : Model Systems for Cell Membranes

Unilamellar liposomes (also know as vesicles) are important model systems for cell membranes.
Vesicles have been used to study membrane bending deformations [seifert1997configurations], lipid
phase separation and phase coexistence [veatch2003separation], protein interaction with biomem-
branes [baumgart2011thermodynamics|] and other physical processes on a cellular or subcellular
level. These studies not only help us better understand biological membranes of living cells, but
also provide insights into creating innovative drug delivery systems for treating cancer and other
human diseases [noyhouzer2016ferrocene].

Vesicles have relatively simple lipid compositions and live in a more homogeneous environ-
ment than biomembranes in vivo [harayama2018understanding]. Still, complex shape transitions
can happen by controlling temperature and osmotic pressure [yanagisawa2008shape], by mixing
saturated and unsaturated lipids with cholesterol [baumgart2005membrane], by adding curva-
ture inducing and sensing proteins to its environment [rossman2010influenza]. Remarkably, many
observed vesicle shapes can be numerically computed by minimizing the Helfrich bending energy
[helfrich1973elastic]. The Helfrich Hamiltonian can be generalized and augmented in a variety of ways
to describe different membrane systems and dynamics. For instance, budding transitions of vesicles
can be explained via adding the effect of area-difference elasticity [miao1994budding]. Stomatocyte-
discocyte-echinocyte sequence of the human red blood cell can be numerically obtained when stretch
and shear elasticity of the protein-based cytoskeleton is included [hw2002stomatocyte|. Shape
transformations of vesicles with intramembrane domains can be captured by taking into account
domain boundary energy [julicher1996shape|. Tank-treading of vesicles under shear flow is observed
in simulation when vesicle deformation is coupled with hydrodynamic effects [biben2005phase].
More recently, endocytosis is studied where membrane shape transformation is affected by mem-
brane protein kinetics [lowengrub2016numericall.

1.3 Structure of Thesis

Despite all of the efforts, it remains challenging to accurately simulate general lipid bilayers
dynamics, which can involve lateral inhomogeneity in lipid composition, protein interaction and
topological shape changes. One reason lies in the fact that bending forces for soft surfaces involve
up to fourth order derivatives of the surface position, which can be difficult to compute convergently
[guckenberger2016bending]. In addition, lipid bilayers can pinch off and fuse in important cel-
lular events such as endocytosis, viral escaping and nerve signal transduction. Topological changes
in those processes present difficulty to numerical handling due to presence of singularities. More-
over, membrane functions usually depend on formation of chemically and physically distinct local
regions called lipid rafts [lingwood2010lipid], which maintain quite unique chemical compositions
and physical properties. An universal physical principle and mathematical description for the
interplay between membrane lateral inhomogeneity represented as lipid rafts and membrane geom-
etry dynamics on a mesoscale is still lacking.
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In this thesis, we aim to address some of the theoretical and numerical problems mentioned
above. In Chapter 2, we give a brief introduction to the tensor language used to describe surfaces
and curves. In Chapter 3, we then calculate bending forces of a membrane with locally varying
bending moduli and line forces for a general phase boundary energy. Next, in Chapter 4, we
give a concise introduction to the level set framwork. Numerical discretizations of surface and
curve geometries are presented. Dynamical equations governing motion of surfaces and curves are
presented. What’s more, we develop a novel sixth-order accurate numerical scheme for Sussman’s
reinitialization equation and other Hamilton-Jacobi equations with a level set defined boundary
condition. In Chapter 5, numerical experiments verifying our sixth order accurate schemes are
presented. In particular, we show how to reinitialize the level set function, extend a scalar field
away from the level surface and compute geodesics on the level surface with sixth order accuracy.
It is important to note that we can thus compute bending forces of the Helfrich model with second
order accuracy. In Chapter 6, partial differential equations governing shape dynamics of single and
biphasic vesicles with and without protein interaction are presented. We explore effects of different
parameters on shape of vesicles.

Even though there have been numerous studies in this area, our development is unique in several
aspects. First, the vesicle membrane is assumed to be nonuniform and the resulting bending forces
will have nontrivial tangential components. Second, a general Hamiltonian for phase boundary
line energy is proposed and its variation with respect to position is calculated. Third, we adopt a
highly accurate numerical scheme developed in [zhang2020sixth] to calculate bending forces with
second order accuracy. Fourth, an adaptive semi-implicit scheme for the dynamical equation is
presented. We make no assumptions on symmetry of the system and our simulation is carried out
in fully three dimensional space.



Chapter 2

The Tensor Description of Embedded Sur-
faces and Curves

In this thesis, we treat vesicles as infinitely thin two dimensional surfaces embedded in three
dimensional space, as is shown in Figure 2.1. This simplification can be justified by the fact that
vesicle thickness (about 5 nm) is negligible compared compared with its size (several microns). In
this chapter, we introduce necessary mathematical background on the tensor description of surfaces
and curves, which are adopted from Pavel Grinfeld’s textbook [grinfeld2013introduction| and are
used throughout this thesis. We first introduce notations for the Euclidean space embedding
surfaces and curves. Then we explain how to describe geometries of surfaces and curves in the
tensor language.

Figure 2.1. A two dimensional surface R(Z(S)) embedded in a three dimensional space.

13
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2.1 Euclidean Space

2.1.1 Tangent Space and Metrics of Euclidean Space

The physical space embedding surfaces and curves is a three dimensional Euclidean space with some
arbitrary coordinates Z¢ i € {1,2,3}, where the following convention about Latin indices are used

Convention 2.1. Latin letters i, j, k will be used to denote indices for the three dimensional
Euclidean space.

The position vector R depends on coordinate Z (where contravariant indices i are ignored
to simplify notation) in a continuous fashion and R(Z) are assumed to have as many orders of
derivatives as we please with respect to Z. Then, at each point R, space coordinate vectors
Z;=0R/0Z" span a linear space. The components of the position vector generally varies from
point to point R= R'Z;, where the following convention about repeated indices are used

Convention 2.2. Einstein summation convention is assumed in this thesis.
The space metric tensor is Z;;= Z;- Z; and its inverse is defined by Ziijk:cS}‘;, where 6}, is

the Kronecker delta. The determinant of Z;; is denoted as Z. In the special case of a Euclidean
space, the Christoffel symbols can be defined in an extrinsic way

0Z; VA
=z 2t=_z, 22 2.1
v 0z VAN (2.1)
and thus derivatives of coordinate vectors can be written as
0Z;
0Zk

2.1.1.1 Covariant Derivative and its Metrilinic Property

By definition, the covariant derivatives V; of the contravariant components V7 and covariant
components V; of a vector V=VIZ;=V;Z’ are

o,

7 W—D’}Vk (2.4)

ViV = ‘;LZZ+F;,;V’€ (2.5)

With this definition, it can be shown that the covariant derivatives of metrics are all zero. Indeed,
ViZ; = % -TkZ,=0 (2.6)

V.21 — g? +TiZR =0 (2.7)

Since all covariant derivatives of coordinate vectors vanish, it is easy to conclude that any tensor
formed from Z;, Z’ have vanishing covariant derivatives. In particular, the following metrics have
vanishing covariant derivatives

Zij = Z;-Zj (2.8)

Zi = Z'.Z7 (2.9)

8 = Z'-Z; (2.10)

09 = g; ;; = 6167 — 6167, (2.11)
5 0L O

sk = | 51 o7 o7 | =00l — oialk +aio)k (2.12)
ok ok oF
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2.1.1.2 Determinants and Kronecker Delta

Consider a system of a’;,i,j=1---3. The determinant A of aij is defined as

VR
| — pigk,1l 2 3 1 ijk r s i 2.1
la".| =e"%a" ,a%;a k= gpeersialia® at, (2.13)

where €% is the permutation symbol and we have

elka”af 0t =a | emst (2.14)
eSte, g =3\ (2.15)

With the relation between the permutation symbol and the Delta symbol
0k = eitke, (2.16)

we can rewrite Eqs. (2.13-2.15) as
. 1 cij

la’.| :gxilfariasjatk (2.17)
6;7j’;fnariasjatk = |a|5{;@tna (218)
5i%e =3, (2.19)

The above definition and relation can be generalized to D > 3 dimensions,
la| :ﬁéﬁ' CRali e alb (2.20)
(D ko 5L = 2.21)

2.1.2 Relative Tensor and the Levi-Civita Tensor

Definition 2.3. A tensor T‘] is called a relative tensor of weight M if it changes according to the
rule

sz/: JIWTZJ'JZ iJJj/

where J=|J"./| is the determinant of the Jacobian J%, =07/ 0Z*" when we change from an unprimed
coordinate Z' to a primed coordinate Z* .

Under a transformation from an unprimed coordinate Z° to a primed coordinate Z*, the
coordinate vector Z;, space metric tensor Z;; and its determinant Z transforms as

_OR9Z

““oziazr A .
Ziryr=Zi ', (2.23)
7'=J%2Z. (2.24)

Thus the determinant of the metric tensor is a relative tensor of weight 2. If J >0, the coordinate
change preserves orientation and the volume element \/Z is then a relative tensor of weight 1:

VZ'=JVZ. (2.25)

In Euclidean space, we can always take the unprimed coordinate to be the Cartesian coordinate,
and Z =1. Thus,

VZ'=1J. (2.26)

From Eq. (2.14), we have
eijkjii/Jjj/Jkk/ = Jei/j/k/ (227)
eI IR = gl (2.28)
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which gives
e = J Yeijnd % Tk (2.29)
eI = Jelik gt gl g (2.30)
Therefore, the permutation symbol e; j;, is a relative tensor of weight minus one and the permutation
symbol e¥* is a relative tensor of weight plus one. We can form absolute tensors out of relative

tensors by multiplying volume element to add weight to or subtract weight from relative tensors.
For example, the Levi-Civita symbols are absolute tensors defined by

eijk
N
Eijk = \/Zeijk. (232)

In the next section, we shall see that the Levi-Civita symbols in two dimensional space are defined
in a similar spirit.

cijk —

(2.31)

2.2 Surfaces Embedded in Euclidean Space

2.2.1 Tangent Space, Metrics and Normal Space of Embedded Surfaces

Mathematically, a two dimensional surface embedded in the three dimensional Euclidean space
can be represented as a mapping from R? to R?: Z(95): (S, 5%) — (Z1, Z2, Z®%) where 5%, a € {1,2}
and Z% i€ {1,2, 3} parametrize the surface and the ambient space respectively.

Convention 2.4. Greek letters «, 8,y will be used to denote indices for the embedded surfaces.

Note that Z¢ can be arbitrary curvilinear coordinates. Since the position of the coordinate Z
is R(Z), the surface may also be written as

R(S)=R(Z(S)). (2.33)

All of the geometrical information for the surface is encoded in the mapping R(S). The surface
coordinate vectors S, are defined as

_OR 0Z'0OR i
where Z. =0Z°/0S® are called shift tensors, since it shifts coordinate vectors Z; in ambient
space to the tangent space of the surface spanned by {S,}. Physically, the shift tensor Z;, represent
ambient components of surface coordinate vectors. For a vector V =V*§, living in the tangent
space of the surface, its ambient components are V=V - Z'=V*Z% Thus Z; also shifts indices
from tangent space of the surface to ambient Euclidean space. The surface metric tensor is

Sap=Sa-Sp= 2257} (2.35)
and its inverse is defined from

SoBSg., =59, (2.36)

Sap can lower indices of a tensor while S @8 can raise indices. For instance, multiplying Eq. (2.35)
by S8 gives

So-SV=Z.7)=4]. (2.37)
The determinant of the metric tensor is
§=21eosenvg, s 2.38
—ae " SauSay (2.38)
where e is the permutation symbol. The surface Levi-Civita tensor is defined as
cap = VSeap (2.39)
e
e — (240)

7
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The area element is

|51XSQ|:\/§, (2.41)

which can be derived from

S1 xSy = eijp{Z5Zi = ! 5wkeaﬁZJZ§ZZ

= geijk( SOVAVAVARS \f ELENVAVAY A (2.42)
and
S mryn S iJ a S ) mrynrzo
1S x 8,2 = gg,-mnswzﬂ Zl,§s Ve g 2821 = 451%55[32 VAV AR
_ 5 5,,L,L5aﬂzmznzaz,§f 5 (67,08 — 670k sk zm zn 28 7))
S mrznrzo Vrrmrmonrzo S Vo v o
= JOasZr 207, Z0 - okzmznzezl) = (55[,5#55—55[,555”)
S v v S v
The unit normal N = N,;Z" is S«
1 X 92
=12 e 2.44
|Sl X S2| 9 ( )
which can also be written in a component form with shift tensors
N; = ! P21 75, (2.45)

21
where €;;;, is the three dimensional Levi-Civita symbol. The orthogonal relations N - S, =0
then translates to

N;Zi =0. (2.46)

In figure 2.1, {S1, S2, N } forms a right handed coordinate for the surface and we have the com-
pleteness relation

NON+8*®8,=10), (2.47)

where ® is the tensor product operator and 1(™ represents the identity matrix in n dimensional
space. The corresponding component form is

NN+ Z¢Zl, = 6} (2.48)
NiNI4 797}, = 7. (2.49)

2.2.2 Covariant Derivative and its Metrilinic Property

Due to the embedding in a Euclidean space, the surface Christoffel symbol I'§, can be defined
in an extrinsic manner

o 083 0S8”
Ig,=8 257 = Ss 957" (2.50)
which can be related to ambient Christoffel symbols I},
Y4/
a”7B arzjrzk
g, =7Z; &S’V—’—F VAWAYAS (2.51)
The surface Christoffel symbols can also be defined in an intrinsic way
0Sap | 0Sary 0Spy
rf ==95kre — . 2.52
#=375 ( 957 " 957 o5° (252

The surface covariant derivatives V,, of the surface components of a vector V=V<S,=V,8“
living in the tangential space are thus

Ve
g — YV By
VoV TR (2.53)
OV
VoV = asi A (2.54)
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The covariant derivative V, is identity to the partial derivative d,, when applied to a scalar. Indeed,

- 8(TZZ) oT? ,0Z; oI ,0Z; 077
VT = a5 —asti T gs ~ a5 2t gzi 05
oT? ik ; ar’
= 6572 +T'T} Zkay<aSW+FkJZJTk)Z (2.55)
_o(1zh  or 0z ot . YARYAS
VAT = =55 =g5v2 + liggn=as7Z + liggzras
_ é}]ﬂ kr7d _ éy]ﬂ _1k7i 7
- oo AV <asv TEZIT, ) 2. (2.56)
Thus, the surfaces covariant derivatives of the spatial components of a vector T=T"Z; =T, Z" are
VT = 5= +FkJZJTk (2.57)
i
VI = 557 -I Zka (2.58)
On the other hand,
oT 071 i i .
Thus, we have the chain rule
VT = Zg:vai (2.60)
V. I = ZIVT,. (2.61)

With those definitions, it can be shown that surface covariant derivatives of both surface metrics
and space metrics vanishes

V+Sap, V4S¥ V8 = 0 (2.62)
VAcap Vg™ = 0 (2.63)
and with the chain rule
V\Z;,N\Z' = 0 (2.64)
VZij, V21 = 0 (2.65)
VA€iji, VA F =0 (2.66)
V.08, V,61 V.68 = 0 (2.67)

rSs) rst

Remark 2.5. With the metrilinic property, we can adjust freely position of repeated indices within
the covariant derivative operators.

2.2.3 Curvature Tensor

The information about curvature of a surface is encoded in the manner how the tangent space and
normal space varies as we move from one point to another on the surface. Mathematically, it is
encoded in V,Sg and V,IN. Indeed, the curvature tensor can be defined as

Bap = N-VuSs=N-Vo(ZiZ) = N-(VaZiZ) = NV o7},

= —85-VolN=—Z}Z;-Vo(N;Z7) = —Z}V,N;. (2.68)
Note that since VN =9,IN, we have
Bog=—83-0.N=N-0,53=N-0,03R (2.69)

and therefore B,g = Bg,. Since S, and N spans a complete basis, the following decomposition
follows

g‘gg = g‘gg-(S'VSv-i-NN):FJﬁSW—i—BaﬂN (2.70)
05° _ 95" ($78,+ NN)=-T§,S7+ BIN. (2.71)

o8” oS”
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We therefore have the Weingarten’s Formula in vector notation

VoN = V,N-(8°S3+NN)=-B’S, (2.72)
0Sa
VgSy = 357 fFO’ZBS,y:BagN (2.73)
whose component form gives
VoN! = —ZiBP (2.75)
VaZh = NiBag. (2.76)

The only two scalar invariants of the curvature tensor is its trace tr(B) and determinant det(B),
which are also known as the mean curvature Kj; and Gaussian curvature K for the surface.
Indeed,

Ky = tI‘(B):Bg:SaBBaB (2.77)
1 cabpnry 1, pa
K = det(B) =50, BLB; = 5(ByBj — BB)
= %(SCEHS,@V _ SaVSBH)BaMBﬂV:%EaﬂEMuBauBﬂu’ (278)

where we used a very useful relation between the Levi-Civita tensor and metric tensor in two
dimensional space

Songhy _ Gavghu — caBgnv. (2.79)

Convention 2.6. The mean curvature is defined such that the mean curvature of the unit sphere
is —2.

2.2.4 The Gaussian Curvature and Riemann Curvature Tensor in 2D

The Gaussian curvature K is completely intrinsic and can be defined independent of how the
surface is embedded. Actually, the Gaussian curvature is the only invariant of the Riemann
curvature tensor in two dimensional space. The Riemann curvature tensor R+saz is defined by

[VQ,VB]T,YZR,Y(;CEBT‘S, (2.80)
which gives the explicit form

_ arv.,aé aF’y,BJ
Rospa= 9S80S«

+F§:5Fw,'ya_ro%rw,'yﬂ- (2.81)

The following symmetric properties hold for the Riemann curvature tensor Rag.-

i. Anti-symmetry of (a, 8) and (u,v)

Raﬁ,uv - *Rﬁa,uva Raﬁ,ul/ = *Raﬁv,u (282)
ii. The first Bianchi identity
Raﬁ,ul/ + Rauﬁ,u + Ra,ul/ﬁ =0 (283)

iii. Symmetry of (o, 8) and (u,v)
Raﬁ,uv = R,uvaﬁ~ (284)

Let us count the number of degree of freedom of the Riemann curvature tensor R.g,, in D
dimensional space. Due to Eq. (2.82), there are M = D(D — 1) /2 ways of choosing nontrivial pairs
of (o, B) and (p,v). Due to Eq. (2.84), there are M + M (M —1)/2=M (M +1) /2 ways of choosing
pairs of (a,b) and (¢,d). In addition, Eq. (2.83) imposes D(D — 1)(D —2)(D — 3) /4! constraints.
Thus, the number of independent degree of freedom is

1 DD -1)(D-2)(D-3) D*D?-1)
MM +1) = 41 T12
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If D=2, there is only one degree of freedom. Thus, in 2D, tensors satisfying symmetric properties
of the Riemann curvature tensor must differ only by the multiplication of a scalar invariant. One
can verify that Eqs. (2.82-2.84) hold for both e*%c#” and S**S5" — §*¥SBi and the proportional
constant between them is 1 by taking a=pu=1, 3=v =2, which gives Eq. (2.79). The Gaussian
curvature K can then be defined as the multiplication constant between the Riemann curvature
tensor and eqgepur (0r SauSpy — SaSsu):

RCEBMV:KEO(ﬂEHV:K(SCEHSﬂV - SCWSBH)’ (285)
and
K= % - %EQBEWSRW&MB = %SWS&BR%@B- (2.86)

To show the consistence between the extrinsic determinant definition Eq. (2.78) and the intrinsic
definition Eq. (2.86), we need a Remarkable theorem, Gauss’s Theorema Egregium.

2.2.5 Gauss-Codazzi equation and Gauss’s Theorema Egregium

Applying the definition Eq. (2.80) for the Riemann curvature tensor to the tangent vector S, gives
the Gauss-Codazzi equation

[Vas V5]Sy = Ra5apS°, (2.87)
whose explicit form is
(VaBgy — VBay) N + (BayBss — ByBas)S° = RysapS°. (2.88)
The normal component of Eq. (2.88) leads to the Codazzi equation
VaoBsy=VsBay, (2.89)

which shows that V,Bg, is fully symmetric with respect to its indices. The tangential component of
Eq. (2.88) gives us the Gauss’s Theorema Egregium (translated from Latin as the Remarkable
theorem)

BonBas — BgyBas = Rysap. (2.90)

With Eq. (2.90), it is obvious that Eq. (2.78) and Eq. (2.86) gives the same definition for the
Gaussian curvature. Equivalent forms of Eq. (2.90) are also used:

BaBgs — BgyBas = Keqscap (2.91)
B]Bj— B}BS=K?5)%, (2.92)
whose contraction of v, « and §, § gives
KuBj — B§By, =K} (2.93)
(Kym)?— B§B? =2K (2.94)

2.2.6 Differential Operators in Space and Surface

The full gradient operator V is

V=2V;=2V (2.95)
which can be decomposed into a normal component and a tangential component:
o N9 cou NI
V=(NN+S8 Sa)'V—NaTV+S Va—Na—NJrVH, (2.96)
where 0/0N is the directional derivative in IN direction
9 _N.v=NiV, (2.97)

ON
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and we used the chain rule

S0 V= (84 Z)VW,;=2ZV:=V,. (2.98)
The surface gradient operator V| is defined as
V”ES"Vo‘:V—N%. (2.99)
The component form of Eq. (2.96) is
V;=(N;N'+ Z§ZL)\V = NNV, + Z§V . (2.100)
The surface gradient of a scalar field F restricted to the surface is
V| F=8*V,F=VF —N%: Z{(V,F — N;N,V'F) (2.101)

The surface divergence of a vector field F = F®S,+ FN =F'Z; is

V|-F = 8%V, F=8"V,(FSg+ FN)=V,F*— KyF
= V~F—N~§T§:ViFi—NiNjVjFi. (2.102)
Applying Eq. (2.102) to F =N, we have
V-N=V|-N=—-Ky, (2.103)

where we used N -ON /ON =0. Eq. (2.103) is also a frequently used definition for mean curvature.
The Laplace-Beltrami operator (Laplacian on surface) of a scalar field F' is

AYF = V|-V F=8V(SgVPF) =8 S5(VoVPF) + (8- VoS5)VPIF = V,VOF

B 0 oF
= (v-w ) (vr-n2E)

oF 0 OF

_ _ oF . oF '8(VF) ) o0 oF

= AFSVNG - N-Von NN +Na—N<NaTv>

_ OF 0%F O(VF) 0%2F ON OF

= At Kvgg o N —an +N'<NW+3—N3—N

B OF O°F O(VF) | 0°F

= AP+ Ry o N "oy Tane

B OF . O(VF)

= AF+ KO NiNiv,viF

- M(’)N j Vi

= ViIV,F+ KyNIV,;F — NINIV,V,F. (2.104)

2.3 Curves Embedded in Surface

2.3.1 Metrics and Covariant Derivatives

In Figure 2.1, the boundary of an open patch of surface P is denoted by 0P, which is an embedded
curve on the surface. Mathematically, this curve can be represented as a mapping from R to R3
through composition of S(U):U® — S and Z(5): S* — Z*, where U®, ® =1 is the contravariant
curve coordinate.

Convention 2.7. Capital Greek letters ®, ¥ will be used to denote curve indices.
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We may also write the curve as R(U)=R(Z(S(U))). Similar to embedded surfaces, the curve
coordinate vector is

OR OR 0Z'

Us=sr5 = ppape = Zi%6 (2.105)
OR 05“ i
where the shift tensor S§=05%/0U® and Z§=07"/0U®. The covariant metric tensor is
Upy = Us - Uy = S0 35355, (2.107)
and it inverse is defined by
UPYUgq =68, (2.108)
which is
S2S¢ =63, (2.109)

The determinant of the metric tensor is
U=e%"Usy, (2.110)

where e® is the one dimensional permutation symbol and is therefore always equal to one. The
curve Christoffel symbol is defined intrinsically as

T8, era<5‘UQ<I> 4 Uow  WUsw ) (2.111)

2 ouY - ou®  oUuv

which is equivalent to an extrinsic definition

oU. ou®
e _ @ e _ P
Iy =y U= —Z55 U™ (2.112)
With this definition, we find
VaUsw, VoU®Y, VU =0. (2.113)

The curve Christoffel symbol is related to the surface Christoffel symbol by the equation
05§

Q _ QB Q
Ipy =T15,55555¢ + ST Se. (2.114)
The curve covariant derivatives of the components of curve vector T =T%Ug =TpU® are
aTtb
T® = IPAVAL 2.11
Ve o Tl (2.115)
s
Vels = org — T8 To. (2.116)
Note that since
or 05 or
v@ aU@ aU@ D5 S@VO( ) ( 7)
chain rule still holds:
Veo=58Va. (2.118)

To compute the curve covariant derivatives of the components of a surface vector T'=T*S,=1T,S5¢,
we first compute

9T 9(T°S.) ore o 0So _ OT® w054
Vol = or5="7m6" = greS+ " 556 = greSe + T°58 555
= 3595 +T°S5(L0sSy + BagN) = <g§@+TaS )SﬁTaSgBagN (2.119)
or _ 9(T.S®) _ 0T, 08> oI, 508°
T = = *+T, 4T, N
Vel = e ="gue ~aues + lgue ~gpes +TSeygn
Ol o oT, 8 , N
= &S+ TaSS(BEN — 1,87 = 5% — TaSSI8, |S7 + TaSSBIN. (2.120)
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On the other hand, we should be able to write

Vo(T%S,) = VoT*Sq+TS5VsS.=VeT*Ss+T*S5BysN (2.121)
Vo(TuS®) = VeTluS® +TuSEVS*=VeTlnS® + T.SEBSN. (2.122)
Thus by comparison,
p— W (%
Vol? = —rg+T Sery (2.123)
T, o
VoT, = (,)U—@—Tasgl“m. (2.124)

Similarly, to compute the curve covariant derivatives of the components of a space vector T =
T'Z;=T,Z"*, we first compute

or o(Tiz) or' . 0Z;  OT" 077 95 0Z;
T = = = Zi+ T = Z;+ T
Vel' = gpe=—gve ~ave? T v ~ave % T asaave oz
or" ; ar ;
= e Zi+T 7358tk <8U@ +TZ3 SaT)] ) (2.125)
0T _Q(LZY) _ Ly ., 02" _ 0Ty . 1,027 05° 0Z!
T = Zk SR LN AR e
Vel = gre=—ave ~ave? " ligre ~ave? tligsaaveazi
a7 i aT;
— aU’ng—TizgS@rjkzk:<aU’é 1,77 Sar; )Zk (2.126)
Thus,
ort
VeI" = o5+ T 73 Sark (2.127)
1,
Veli = 255 — 1,73 8T}, (2.128)
The metrilinic properties follows easily from chain rule.
VeZ;,VeZ! = 0 (2.129)
V@Zij,V@Zij VeZ =0 (2.130)
Vodl, Vedll, Vedill = 0 (2.131)

The covariant derivatives of surface metrics vanishes except for surface coordinate vectors.

VoS

VoS¢

VeSas, VoS Vs
Votas, Vo’

2.3.2 Levi-Civita Symbols and

= S8V58.,=55Bs. N
S8V 55 = S4By

0

= 0.

Invariant Derivatives

The curve Levi-Civita symbols are defined similarly

Ep= \/Ueq?'; €<I>

e®

-7

Since there is only one element in Ugy, Ujy =U, U =1/U and it is trivial to write

e‘bU@p
eq)UCINI!

EpEY

e2e?

e2ey

== Ue\p

— U71€W
= Usy
— U<I>‘1/
= 0.
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Just like the surface gradient operator V|| =SV, we can form an invariant derivative V; along
the curve by contraction of curve Levi-Civita tensor and the curve covariant gradient:

V:=e®Vs (2.142)
and
V2= (e%Vs)(egVY) = V?Vs. (2.143)
Conversely the covariant curve derivative is related to the invariant derivative by

Vo = coVe. (2.144)

2.3.3 Darboux Frame

Now, the invariant unit tangent of the curve can be defined as

t = €(I>Uq> = €¢V¢R: VSR
= £%9¢8,=V,5°S,
= 2242,=V,7'Z;. (2.145)
The contravariant components of t=t*S,=1,S“ are

t* = t-8°=V,8=¢%5% (2.146)
ta = t-So=VS,. (2.147)

The space components of t=1'Z; are
ti=t-Z'=V,Z'=e%Z}. (2.148)

The following relations are trivial results of the definition for ¢:

Uq> = €q>t (2.149)
5S¢ = eqt® (2.150)
Zh = cot'. (2.151)

The unit normal n within the surface is defined as the two dimensional cross product of t.

Definition 2.8. In general, in D dimension, the cross product involves (D — 1) vectors U(il), e

Ulp—1) and the component V; of the resulting cross product is

Vi=eijr .o U - UBTY)- (2.152)

With the definition Eq. (2.152) for the general cross product, the two dimensional cross product
of tis

n=n*S, =e*t3S,. (2.153)
The components of n in surface and space are
Mo = So-N=capt’ =c,5VsSP =c,3255 (2.154)
n® = 8% n=c"t;=e"V 54 (2.155)
n' = Z'-n=nZ,=cPtgZ}. (2.156)

Along 0P, {t, N,n} forms an orthonormal coordinate systems known as the Darboux frame.
The orthonormality of ¢ and n can be seen from

t-t=1t=c%Usp e Uy =c®"Upy =UVUpy =1 (2.157)
N m=nng =etge ot =000t = 60tst = tpt’ =1 (2.158)

t-n=t"n,=t,n"=tctz=0. (2.159)
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The completeness relation takes a special form in the Darboux frame

tot+ NON+non=10). (2.160)

whose component form is
titj+n'n;+ N'N; = 0} (2.161)
tit) +nind + N'NJ = Z%, (2.162)

Within the surface, we have the completeness relation

S*®8,=tot+non=13), (2.163)

whose component form is
t%g+n%ng = 5? (2.164)
totf 4 nonf = §oB, (2.165)

The decomposition of the coordinate vector S, and Z; in the Darboux frame is
S, = tot+ngn (2.166)
Z;, = tit+nn+ N;N. (2.167)
The invariant operator Vg is the directional derivative along t:
Vs=e%Ve=c%VsSV,=1t"V,=t-V (2.168)
The directional derivative along n is denoted by V| :
Vi=n-V=n%V,. (2.169)

The surface derivative V, can be decomposed into derivatives along the tangential and normal
direction

Vo = (nPng+ tﬁta)V5 = nanBV[; + tatBVB =naV 1 +taVs. (2.170)
The decomposition of the space derivative V in the Darboux frame is
V:(tt+NN+nn)~V:tVS+N%+nVL. (2.171)

2.3.4 Curve Curvature

Rate of changes of the Darboux frame as we move along the curve gives curvature of the curve.
Unlike surfaces, curves are intrinsically Euclidean and have no intrinsic curvature. All curvatures
of curves are extrinsic and depend explicitly on the embedding manner. The rate of change of the
Darboux frame is

Vit = Vi(t®8,) = Vst®Sy +1°VsSy = Vst (tot +non) + VSV sS,

= noVst*n +tt°B,sN =kmn + k, N (2.172)
Vin = Vi(n®S,) =Vn®Sy +nVsS, = Vn®(tat + non) +n®VySPV;sS,
= toVsnt +ntPB,sN = —k,t + 7,N (2.173)
VsN = t9V,N = —t*B,3S8% = —t*B,5(t°t + n’n)
= —t*PBugt —t*nPBygn = —k,t —7,n (2.174)
ViN = n®VoN =—-n*B5Sz=—n(tst +ngn)B’
= —n%PB,st —nnPB,sn= —Tgt —Bin (2.175)

where we defined the geodesic curvature
ky=naVt®=captPVst® =e,5V:SPV2S, (2.176)

the normal curvature
kn=1tPB,s=VS°V;SPBqg, (2.177)
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and the geodesic torsion
Tg= n°tPBap = natﬁBg‘ = 5Mt7tﬁB§‘ = 5MVSSVVSSBB§‘, (2.178)
and
B =n"nPB,g. (2.179)

Convention 2.9. smaller circles of radius 7 < 1 on a unit sphere will have geodesic curvature

kg=—1—712/r.

Obviously, ( ’i" ;9 ) represents the curvature tensor B,z in the Darboux frame. Since curva-
g L

ture scalars are invariant, along the curve, we have

K = k,B| —72. (2.181)
From the above definition, invariant derivatives of t® and n® are
Vit® = Vy(t-8*)=Vt-S*+t-V,9°V58° = k,n* (2.182)
Vin® = Vi(n-S*)=Vin -S*+n- VSSlanS”‘ = —kgt®. (2.183)
Since V,Z*% VZ;=0, we can also write
Vitt = kgni+k,N* (2.184)
Ven' = —kgt'4+1,N* (2.185)

VNt = —kut' —7,n’. (2.186)



Chapter 3

Variation of the Hamiltonian for Soft Fludic
Elastic Surfaces

In the 1970s, Helfrich proposed an elegant geometric model for lipid bilayers and successfully
explained the biconcave shape of red blood cells [helfrich1973elastic|, which says the elastic energy
density of lipid bilayers is proportional to the mean curvature squared of the lipid bilayer. At the
local scale, lipid fluidity, lipid stretching, lipid tilting and bilayer coupling can all contribute to
the energy of the bilayer. It is therefore quite surprising that all the local chemistry and physics of
lipids becomes just a small set of emergent parameters of a geometric Hamiltonian. On the large
scale, the forms of the Hamiltonian is limited by requirement of symmetry and should only depend
on geometric surface scalars. A natural expansion is proposed in [deserno2015fluid]

H = / dA{C®) + CVEKy + CEYVER + 2K 4+ COVEKS + CBPVKyK + CHVKY +
CHIRKYK + CHIK? + CUD(V,Ki) (VO Kar) + O(length—5)}. (3.1)

Usually only terms up to O(length™2) are adopted, although there are researches suggesting
stability effects of higher order terms [siegel2010fourth]. For inhomogenous bilayers, the phenom-
enological coefficients can depend on local concentration of proteins and composition of lipids.

For lipid bilayers with open edges or/and phase coexistence, line energy can not be neglected.
Based on a similar analysis of symmetry, a natural expansion of a general line energy can be written
as

H= /dl{c(o) +cWky+ Pk, +cO1y+ DB+ cOk2+cOk2 + ... 1. (3.2)

This general line integral can be used to describe a variety of interactions. For instance, energy
contribution of open edges of nanodiscoids stabilized by edge-reactant salts can be written as H =
Jopdi{T +ci(ky— ko) + cok2} [morris2019solvated]. For membranes with phase coexistence, differ-
ences in Gaussian bending moduli will lead to terms like H = [di cWk, [baumgart2005membrane].
Based on the problem of interest, special forms of Eq. (3.1) and Eq. (3.2) can be chosen.

3.1 Variation of Surface Geometry

The variation of the Helfrich bending energy was first carried out by Ou-Yang [zhong1989bending].
Then this process is made more elegant by Capovilla and Guven via adopting covariant notations
[capovilla2002stresses|. In most computations, vesicles are assumed to be homogeneous and all
phenomenological coefficients constant. Thus the resulting bending forces from a general curvature
Hamiltonian Eq. (3.1) is still lacking. In the following computation, we shall assume that all the
phenomenological coefficients in Eq. (3.1) vary locally on the surface.

27
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3.1.1 Variation of Metrics and Curvatures of Embedded Surface

Consider a variation of the position of the membrane given by R(S)— R(S)+ 0R(S). Let us denote
SR(S) by W and decompose it into tangential and normal directions: SR=W (S)=WN + WS,
The variation of the tangent vectors and the normal N is

38, = 8(VoR) =V 0R=V,W =V, (WN +W-Sp)
= Vo WN —WB.Ss5+V,WFESs+WPB,sN
= (VoW +WPBup)N + (VWP —WBZ)S, (3.3)
SN = 0N -(S,8%+ NN)=—N-65,58%=—(V,W +WFB,z)8° (3.4)
The variation of metrics are
0Sap = 080-Sp+ Sa-085=(VoWs — WBag) + (VsWa — WBaugs)
= VoWs+ VW, — 2W B (3.5)
858 = 50687 = §P7S,.,558%7 = 857 (— S5,
= =S998V Wy + VW, — 2WB,.)
= —(VoWP + VAW« — 2WBF) (3.6)
55 = e e (380 + SandSa) = €960, 055,
= SeBenvS,, (VWi + V, W5 — 2W Bg,)
= S(SSP — 5ovSP S, (VsW, + V,Ws — 2W Bg,)
= S(288v — 8P)(V W, + V, W5 — 2W Bg,)

= 25(VaWP — W) =2V - W)S, (3.7)
where we used
5(58) = 5(5°7S, ) =0. (3.8)
The variation of the surface Levi-Civita tensor and area differential dA is
Seas = 5(v/Seas) :%ﬁeaﬁ — (VW — WKn)eas (3.9)
PR 5(%6) - —%e—jg — (VW — WE)e™? (3.10)
3(d4) = B(V/5d8'd8?) =22 /5dSIdS? = (ValW™ — Wi )dA = (V- W)dA. (3.11)

To find variation of the curvature tensor, we need to find variation of of either V,IV or V,Ss:
§(VoN) = V6N ==V (VoW + WFB,p)S* — (VoW + WPB,3)BSN. (3.12)
Then the variation of curvature tensor is
0Bap = —06(S3-ValN)=—0683-VolN — Sg-VoON

= BJ6Ss-S,—Ss-ViON

= BJ(VaW,—=WBg,) +Vuo(V,W+W"B,,)S"- Ss

= VaBagW" + Ba,VsW" + Bg, Vo WY — Bg BIW + V,VzW. (3.13)
The variation of the mean curvature is

Ky = 6(S*Bag) =08 Bag + S*P5Bag

(2WB*? — VoW F — VAW ) Bog + S {BIV W, — WBg Bl + Vo VW + Vo (W"Bg,)}
= (2WB§BE —2B,sVWF) + BIVOW, — WBSB] + V VW + BV WY + W'V, BS

= WB§BE +V VW + W'V, Bg

WB§B. + V., VoW + W"VB,,

= W (K§ —2K)+V VW + W'V, Ky (3.14)
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The variation of the Gaussian curvature is

0K =

1 1 1
6<§Eaﬂgll”BauBﬂu) 256“'86“”(5(?3&”351,)

%e”‘%‘“’(ﬁBwB@,) %e”‘ﬁe‘“’ 0Ba,Bsy + BapdBsy)

S? S(

%6“56“’(%3@;»3@) ( —5—5) - eO‘Be“”%BaﬁBﬁu
K( =22 + (sonsov — sovsin B, 5B

S ( ) Qap Bv
2K (W Ky — VW) + (KpSP” — BY8)6Bg,

= QK(WKM VﬂWB)

where we used

(KmSP — B)(V 3By W7 + Ba VW + By VW7 — By BJW + VgV, W)
2K (WK — VW h)
+EKnmS? (VB W7 + BN W7 + By, VW7 — B, BiW + V3V, W)
—B"3(VgBysW" + B, N ,W7 + By N gW7 — B, BJW + V3V, W)
2K (WK — VW h)
+Eu(VaBIW + BYNV, W7 + BIV WY — BUBIW + VVAW)
—B"#(VgBysW" + B, N, W7 + By, NV gW7 — B, BJW + V3V, W)
2K (WK — VW F)
+Kn(VBIW + 2BV sW 7 — BUBIW + VaVAW)
~B"3(V 3By W7 + 2B, VW7 — B, BJW + V3V, W)
(2K K+ B" B, B} — KyBYBJ)W + Ky VsVPW — BYSV,V sW
—2K VWP + (KnVpBY — BYPN 3B, )W + 2(KyB. — B B,.,) VW7
KEKyW + KyVgVPW — BV, Vs
—2K VWP + (KyVgBL — BYPV B, )W + 2K60V s
KKuW + Ky VaVPW — BV VW + WOV, K (3.15)

2K Ky + BY°B,,B} — KyBYB] = 2K Ky + (KyBY — K67)B] — KyBSBY=KKy  (3.16)

and

KnmVgBY — B"V 3B, =

KuBf — B”B,, = K¢ (3.17)

1v LK) f_v (BVBBW;):%VV(QK):VVK. (3.18)

In the next part, we apply the above results to calculate various forms of surface integrals.

3.1.2 Variation of Surface Hamiltonian

Example 3.1.
JpfdA. Then,

(variation of a surface functional) Consider an energy functional defined as

5/PfdA = /<6f+f fﬁ)d/x

= [ o5+ HVae - Wy}
P

. / (6f — Vo fWe— FRAW)dA + / Vo(fWe)dA
P P

/ (6f = VafWe — fEKyW)dA+ / nafWedl
P oP

_ /péR'(;IJ; V- fKMN)dA+/ SR-(fn)dl (3.19)
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where in the last step we used Stokes’ law to convert a surface integral into a line integral. Thus
forces from the energy density f is

5[, fdA
- f?ﬁ :L,(_%‘LVHHfKMN)dA+/6P(—fn)dl (3.20)

where the integrand in the surface integral represents force per unit area and that in the line
integral represents boundary force.

Example 3.2. (variation of surface area) The surface area of patch P is

A= / A, (3.21)
P
whose functional derivative is
0A
- = [ (KyN)dA+ (—n)dA (3.22)
R Jp op

which can be interpreted as surface tension.

Example 3.3. (variation of enclosed volume) The enclosed volume V of a closed surface P is

v=L ﬁ{ R.-NdA (3.23)
3Jip
and
) A
5V = §/P<W.N+R.5N+R-NM><1A
::%/{W>JaS%vav+mﬂBMX+RJVW%W“*W%M”¢4
P
:%/{WfstuwfRS%WRm+RNVM”*R“MWMMA
P
— 5 | W+ WVa(R-8%) = R S°W?Bos = WeVa(R- N) = R- NWEK }dA
P
_ %/ {W+W(Sa- S+ R-KyN) — R- S*W7Bos — Wo(—~R- B;Ss) — R- NWK)}dA
P
- l/ (W +2W}dA
3Jp
— /WdA. (3.24)
P
Thus,
5V
5z~ . -N)aA (3.25)

Example 3.4. (variation of energy due to material properties) Let f= f(S) be a function
of the surface coordinate. It can be used to represent energy due to scalar fields such as a phase
order parameter describing lipid species or a local Lagrange multiplier (a local tension field) to
enforce incompressibility condition. Note that f describes material properties like a color field not
material quantities. Thus local stretching or compression will not affect its value. Therefore, §f =0
and Eq.(3.20) reduces to

5[, fdA
LSS /P (V)f + FEAN)AA + /9 (- fmar (3.26)
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Note that 0f =0 means f(S) as a function of surface coordinates will not change under a virtual
position variation R but f(R) will change. Indeed,

5f(R) = f(R—0R)— f(R)=—0R V. (3.27)

Therefore, if the surface moves with velocity V. =VN + VS, then the PDE (partial differential
equation) satisfied by f(R,t) reads
Of(R,t) 4R

== Vf==V.Vf (3.28)

which is simply the advection equation for field f.

Example 3.5. (incompressibility condition and local Lagrange Multiplier) Suppose phys-
ical forces on an elastic surface leads to a velocity field V =VIN + VS, on the surface. Now we
add a local Lagrange multiplier § fd A to enforce incompressibility. We assume that force density
is proportional to velocity and this proportionality constant is (. Then the additional velocity field
V; from the condition of incompressibility derives from (V; = S8,V*f + K fN. Incompressibility
implies vanishing surface divergence for total velocity:

Vi-(V+Vp)=0, (329)
which gives an equation to calculate the local Lagrange multiplier f

V- (V) =VoVof — (Kn)2f ==V (CV). (3.30)

Example 3.6. (variation of a concentration field due to passive advection) Consider a
concentration field ¢ living on the surface. If the surface moves with velocity V =VIN + VS,
during a differential time interval At, the differential changes of surface position is given by 0R =
W = AtV. Under this variation, the concentration field ¢c— ¢+ dc and an infinitesimal area dA —
dA+5(dA). Since there is only stretching and compression, the total amount of ¢ within a small
patch of membrane with area dA remains invariant. We therefore have cdA = (¢ +dc)(dA +0(dA)),
which gives

==(V)-We, (3.31)
where we ignored the second order term dcd(dA).

Example 3.7. (variation of a concentration dependent energy due to passive advection
of the concentration field) Now consider a Hamiltonian fp ¢)dA depending only on the

concentration ¢ of some membrane molecules, so §f = (§f /dc)dc. Then,

5/Pf(c)dA
= L(%éc+f%>d/l
(s
_ /(f—gf )(VaWa—WKM)dA
_ L(WQVQWKM)<f§—£c)dA+/ {(f f) }dA
_ —/7){W0‘Va< 5fc>+<f—5f )KMW}dA—i—/aPnO‘(f—gc)WadA
_ —/7)6R-{V”<f—%c>+<f— of )KMN}dA+5R/ (f——zc)ndA. (3.32)
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Thus

W/P{V(fcg—f)JrKM(fc%)N}dA+/w{<fc%>n}dl. (3.33)

which is basically Eq. (3.26) with the substitution

f%f—cg.

Since f in Eq. (3.26) can be interpreted as a local surface tension, we may say that dependence of
the surface energy density f on concentration ¢ of membrane molecules leads to an extra tension
term of —c(0f /Oc). Let us denote by o[ f(c)] this equivalent tension for a concentration dependent
surface energy f(c)

ol f(0)) = fle) — 21, (3.34)

Example 3.8. (incompressibility and local area elasticity) Solving for a local Lagrange
multiplier can be computationally expensive and numerically inaccurate. In another approach
from [aland2014diffuse], a scalar field ¢ is introduced to measure local compression and stretching.
Physically, ¢ may be interpreted as density of lipid molecules of the vesicle. The hypothesis of
being incompressible means density of lipids should remain constant during surface deformation.
Dynamics of ¢ is dictated by the conservation law

%+VH - (ev) =0, (3.35)
where v is the velocity field of the vesicle. Initial value of ¢ is set to be 1 everywhere. When
¢>1(c < 1), the vesicle is locally compressed(stretched). Then an energy penalty [ fin(c)dA is
added to the Hamiltonian of the system where fiy(c) has a local minimum at ¢=1. Conventional
choices for fin(c) are

(c—1)2 (3.36)

(% 1)2 (3.37)

frin(c) =

ol

2

: -k
f2,1n(c) 2
ol

2

f3,in(c) = <c+%2>2, (3.38)

and
ol fum(@] = gle=1)—e(e=1)=gle—1)(=e—1)=3({1-¢) (339)
oelf2,imn(0)] = %(%—1)2—(:(%—1)(—%):%(%—1)(%—1) (3.40)

ool fo.in(©)] ;<%+ . 2)2 _ c(%-ﬁ-c - 2)(1 _é) = s (301~ o)’ (3.41)

We require fin(c) 1) approach oo when ¢ approaches 0 or co 2) when ¢~ 1+ ¢, be approximately
quadratic in the small deviation €. Obviously, none of the conventional choices meet our require-
ments. We therefore take

@)= Fin(@)+ (@) = 4] (-1 ) + 102 (3.0

The equivalent tensor related to fin(c) is

ool fin(C)] :%[(% - 1)(% - 1) (- 02)]. (3.43)
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Example 3.9. (variation of a concentration field due to active motion) Consider a bio-
membrane where protein and lipid molecules reside. The energy functional typically depends on
the concentration of those molecules. If we vary the position of those molecules, we can find the
associated force on those them and derive dynamical equations for them. Suppose the variation
of the position of the molecules is due to the action of an instantaneous tangential velocity V =
VeS, for a small time period At. Then the variation of the position of the molecules is
0pR=W = AtV = AtV*S,, where the subscript p is used to stress that this variation is related
to postilion changes of protein molecules (in contrast to the one without this subscript related to
changes in surface position). The variation of the total amount of molecules within a small patch
of surface is due to flux through the boundary of this patch

5,,/ cpdA = —At/ (ch)-ndl:—/ NaCp AtV"dl:—/ Valep AtV¥)dA. (3.44)
P oP P P
Thus, the variation of the concentration is given by

Ipcp=—Va(cpAtV*) = =V, (c, W). (3.45)

Example 3.10. (variation of a concentration dependent Hamiltonian due to active
motlon of material quantities) Now the variation of an energy density f due to dyc, is thus
Opf = (5cp and

o [ Henan = [aran= [ D aean

/8fV (cp W*)dA

/P<CpW"V ( )) (g(:fcpwa>d14
Joema(G ) Joa- [ e "

‘Wﬁ% /P <cpv,< ))dA+ <%cpn)dl. (3.47)

We thus can interpret the integrand (7CPVH(§)Tf> of the surface integral in Eq. (3.47) as molecular

which gives

forces from lipids to protein molecules.

Example 3.11. (variation of bending energy without spontaneous curvature) Consider
a variable bending moduli x(S) and assume that dx =0.

5 / Er2dA

5(dA
kK 0Ky + K2 (d = ) }dA

/ KR (WBEBL + VOV aW + W'V, Ka) + 5 Ky (ValV - WKM)}dA

{nW(K B§BE - Kgy) + KM VOV W 4 H(WD‘KMVQKM + §K§4vawa> }dA
P

/ KW( KM - QKMK> + anva(/@KM) + VQ[KKMVO(W — an(IiKM)] }dA
P

+ / {—%Kﬁwavam + va(gK@Wa) }dA
P
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— / {W[HGKJ%I - 2KMK) + A||(I€KM):| - %W&Kﬂavan}m
P
K 72
+ / {VQ[HKMVO‘W — WV(kKy) +—KMWC‘] }dA,
P 2
where we used
KyBgBY - %Kj’y = Ku(K{ —2K)— %Kfy = %Kj’y —2KuK

KEMVOV W = —Ve(kKy)VaW + VK Vo)
= WV V(sKp) + VK VoW — WV oKy

/iVa(%K]%IWa)

H( WKV oK + %K]%/Ivaw D‘)
_ _Lreppe 5 g2y
= 5 M vali + Va( 5 M )
and

/P {va[nKMvaW WV (kK + gKﬁwa} }dA

/ na{mKMV“W WV (kKp) + EK}’V,Wa}cm

» 2

- / {/{KMVLW — WV L (k) + 5 KHW - n}dA.
P

Thus,

fpiEndA 6[,r8(SKRdA)

'R N 'R

/P{N[m<2KMK —%K}&) - A|(I€KM):| +KTA24V|K}(1A

+/9P{N Vi(sKu) — (5K n fi. (3.48)

Example 3.12. (variation of Kpy,n > 2)Consider f= K(S) =22 (Kp)™, where nis a positive integer
and k(59) is a locally varying bending modulus for the mean curvature and 6k =

_ / WK 6K + Kz’\}é((if)}dA

T WBEBL+ VOV W + WV Kar) + S Ky (VoW WKM)}dA

<K” ‘BB~ K}’\ﬁIJrl)—i—mKl"\ﬁ[_lV“VaW—i—m(WO‘K ~v KM+—V Wa)}dA

(e

+ / VARKY "W W =WV (kK1) }dA
P

Il
/—/h\/—/h\l—"\/—/h\

2Kﬁ1K> + WV Ve (kK }dA

+ / {—lKA’}W“VOﬁ + VQ(EK&W“> }dA
P n n

Sl

+ /7> {va[nmf—lvaw WYKL +%K;@IW@] }dA

Lynt 2K]\”41K) + A”(angfl)] - %W“Kj&van}d/l
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where we used

e 1 .. e 1 .. n—1_, n—
K 13535751{]%“ = K}, 1(KA2472K)75 M“:TKM*LQKM 'K

KK TIVOV W = VYK VW + VYRKT VW)
= WV VYRKY Y+ VO RKL VW =WV kK1

m(W“K}'\ﬁI_lvaKM+%KJ&VQW”‘> = n%(%Kz”&W“)

_ —%KA’ZW“VQ/@ n va(%KﬂIWﬂ)

and
/ {va[nK]@*vaW — WYKL + EK{VLIWQ} }dA
P n
- / na{nK]\’}flVaW —WV(RELY +£K]’\”4Wa}dA
P n
= / {nKj\”[leWfWVL(nKA’}’l)Jr%KJ&W'n}dA.
P
Then
Sfp=KfrdA  6[,kd(-KfdA)
IR T SR
= /{N{ﬁ(ZKA’}_lK—n—_lK{\ﬁﬁl)—A”(mK&_l)}+@V|fc}dfl
P n n
n—1y ﬁ n
+/6P{NVJ_(/£KM ) (nKM)n}dl (3.49)

Example 3.13. (variation of Gaussian Bending energy)

6/KdA
P

= /p(&K—l—K%j))dA

= /P {6K + K(VW* - WEK))}dA

= /P {KmV VAW — BV VW + VKW + KV, W}dA

= /P {~VsKpVPW +V,BYPV W YA + /P Vo(KyVeW — BV W + KW)dA
= /m)na(KMvaW — BV W + KW *)dl

(KpyVIW — natho‘ﬂvsw - nangBO‘ﬂVJ_W + Kn ,Vo)dl

(KpV AW + Vi(natgBAPYW — nangBV | W + Kn ,We)dl

(KpV AW + VW — nangBPV | W + Kn,We)dl

{(Kp —nangBP)V W + Ver,W + Kn,Wedl

{knV LW + VirgW + KngWeldl.

I
IR TR N I
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Thus,

o[, KdA
LApHAA G N - K, (3.50)
OR op

Example 3.14. (variation of K™)
1
6/ —k(s)K™dA
pn

— n—1 l n(s(dA)
= /’PH<K 6K+nK—dA dA

= //@{K”_léK—l—%K"(VO‘W“—Wng)}dA
P

n
/ /@{K”_l(KKMW + KnAyW — BYOV VW + WV, K) + KT(VQW“ —WKy) }dA
P

= / {" — Lo Km W 4 kK KV VAW — kK™ BYAY, W+ ,{Knlwvva}dA
P

+/ /{ﬁvaW”‘dA
’P n

= / W{ — LeKn Ky + A (kK™ Kay) — V3V, (sK™1B7) }dA
P

+/W7{HK”1VWKV7<nK—>}dA+/Va<nK—Wa>dA
P n P n

+/ Vol K" 1Ky VW — WV K" 1K)y) — nK”_lBO‘BV5W + WVB(HK”_lBBO‘)}dA
P
where we used

kK" YKy VgVAW = Va(kK" 1Ky VPW) — Va(k K" 1K\ ) VAW
s[RK" Ky VAW — WV A (kK™ Kyy)] + WA (kK™ 1 Kyy)
kK"~1BYPV VW = V, (kK" 1B""VsW) - Vs(kK" 1BV, W
V, [kK" 1BV W — WV (kK" 1B)| + WV, Vs(kK"~1B)

g v () e, ()
n n n

and the boundary term can be written as

<

/ Vol K" Ky VW — WV kK" 1K)y) — ﬁK”leaﬂvlggW + WVﬂ(KK"ilBBO‘)}dA
P
= / {kK" Ky VW — WV (kK" 1K)) — liKn_l’naBo‘BVﬂW + WnaV5(/€K"_1B’6°‘)}dl
oP
= / {IiKnilKMVJ_W — WVJ_(K/KnilKM) — IiKnil(TQVSW‘i’BJ_VJ_W)}dl
oP
+ / (Wna V(K" 1B} dl
oP
= / {kK" YKy —BL)VIW =WV (kK" Kp) + WV (kK" 17,) }dl
oP
+ | W{n.BPVs(k K" 1) + kK" n,(VzBA)}dl
oP
= / {IiKn_l(KM —B)V_ Widl+
oP

/ W{*VL(/{KnilKM)+VS(KZKTL717—9)+/€Kn71VLKM+TgvS(/€Kn71)+BJ_VJ_(K)K”71)}8I
oP
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/ (K™, V WAL+
op

/ W{—KyV (kK" )+ V(kK" '75) + 7,Vs(k K" 1)+ B,V | (kK™ 1) }dl
oP

/ (KK e,V WL+
oP

WH{—k, Vi (kK" 1)+ V(K" 11,) + 7,V (kK" 1) }dl,
oP

from which we have the integrand normal component of the bulk term of — [ (kK™ /n)dA/J0R is

N{"n LK Ky + A (kK™K ) — vﬂvu(nKnleﬁ)}

—N{n,r_l 1K)KTLKM +AI|(K)KTL71KM) — BBUVBVV(I%Knil) - fiKnIVBVVBﬂU}

—N{ L T_l Lk Ky + AWK Ky) — BNV, (kK" 1) — mK”—lA”KM}

N{"n LK Ky + KA (kK™ — Bﬁvvﬂvy(nml)}

and the integrand tangential component of the bulk term of —0 [ (kK™ /n)dA/dR is

kK" W) \K -V /{K— =V /{K— f/iVK—:K—Vn
I =y G ==V

and the integrand boundary term of —¢ [ (kK™ /n)dA/J0R is
fHKTn AV (kK1) 4 7,V (kK™ Y) — BV L (kK1) N.
Thus,

6f(nK”/n)dA _—
= — K" ,dl, 51
5V L (W-N) op Fndl (3-51)

and

3 B KrdA  6f,ké(SK"A)
SR OR

= / {N[Baﬁvavla(ml(”—l) _ nglliKnKM —KMA||(/€KH_1):| +KTV||ﬁ}dA+
P

/W{N[knm(mnl) — Vs(kK" 11g) — 7,V (kK" )] — <,€%)n}dl’ (3.52)

from which we see that for vesicles with varying Gaussian bending moduli, which can be a result
of phase separation and coexistence or varying lipid and protein species, the elastic forces from the
Gaussian curvature energy is generally non-zero.

Example 3.15. (variation of Kf;K™) Combining the results for Kj; and K", it is straight
forward to write down variation of KK wheren,m are positive integers. Indeed,

8 [y KK ™ A
’R
= o L [ EET (B )y [ SR KT G0 ) o 5 pgreme(da) (3.53)
R | Jp m n p M m pRM

where the first term has the same form as Eq. (3.49) with /{%KKT"L, the second term has the same
form as Eq. (3.52) with £ — 5% and the last term the same form as Eq. (3.26) with f= =KK™

m
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Example 3.16. Consider f= K(QS)VQKMV“KM. Then
5 / Vo Ky VO KydA
’P2

- / (nVQKMVaéKMJrEVQKMVQKMM)dA
» 2 dA

_ / {va(méKMvaKM) — SKu VRV aKar) + 5 Va KoV Kar (VoW = W) }dA
’[D

where the first term is

/ VD‘(K{;KMVQKM)dA
P

/ naﬁéKMVQKMdl
oP

= / fi{W(KJ@ —2K)+ VN W+ W'V, K}V Kpdl
IP
where

/ KVJ_KMVO‘VQW dl
oP

= / {KVLKMtO‘VSVaW + KVLKM’IZC“VLV@W}dl
op

{=Vs(6V LEM)V W + 6V L Kym®V | VW i
oP

{7[V5(I€VJ_KM)15Q + K/VJ_KMVJO‘]VQW + sV Kym*V VW }dl
oP

{—VS(KVLKM)VSW — KZVJ_KM]CgVJ_W + KVLKMﬂaVLVQW}dZ
oP

= {V2(kV LKW — 5V L Kk V AW + KV L Kym®V | VW kI
aP

and the second term is

/ 6KMVQ(I€VQKM)C1A
P

- / (W3 = 2K) + V5VPW + WOV, Ky Vo (kY o Ky ) dA
7)
where

/ VsVPW VYKV o Kpr)dA
P

/ Vo { VAW VO (1Y o Kar) }AA — / VAWV 5V (kY oK) d A
P P

/ ngVAWV(kV o Kpr)dl — / VAWV VY,V oK) }dA + / WVAV sV (kV o Kpr)d A
oP P P

= [ VIWV(kVoKp)dl — / WV L V(kV oKy )dl + / WVAV 5V (kY o Kp)dA
oP oP P

and the third term is
/ gVQKMV“KM(VBWB — WKy)dA
P

- / %WKMVQKMVO‘KMdA
’[D

+ / Vo WOV aku VoK )dA - / WOV 5( 5V akar VK )dA
» 2 » 2

= - / WKV oKy VoK dA+ / ngW ALY Ky VoK d A — / WOV 5( £VaKn Y Kar )dA.
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Then,
5[ 5V o Kn VO Kard A
B SR
_ / (N[~} - 26)V(:VaKn) - ANV (VoK) + SKuVaKuVeKy| +
P
VH(EVQKMV"KM)}dA n / {N[—K(KA@ — 9K)WV.Ky — VXkViKy) +
2 S
oP
VL VsV aKar)] = VL KV Ky — gVQKMVQKMn}dZ (3.54)
and
5[5V o Kar Vo Kad A

6VJ_(X - N) = K/kgVJ_KM -V (HVQKA{).

With all the examples listed in this section, all the variation of the curvature Hamiltonian Eq.
(3.1) are obtained.

3.2 Variation of Embedded Curve Geometry

Now we turn to the variation of the line energy Eq. (3.2). The variation of the first two terms of
Eq. (3.2) has been obtained by Capovilla [capovilla2002lipid| and then Tu [tu2003lipid] via the
method of differential forms. In this section, we shall calculate the variation of all terms in Eq.
(3.2) in a covariant form.

3.2.1 Variation of Metrics and Curvatures of Embedded Curves

The variation of the position of the curve is just JR restricted to the curve, which can be written

as OR=W (U)=WN +WoS,=W?'Z;, where W* are components of W in the Z; direction. Since

W (U) is restricted to the curve, V; W =0. The variations of the tangent vector is
Up=056(VeR)=VedR=VeW =VeW'Z;,=coeVW'Z,. (3.55)

The variation of the metrics are

Usy = 2epcyt- VW =2Ugpgt- VW ( )
oU e®e¥Uspy =2Ut - VW ( )
0e® = % VW (3.58)
0cp = cot-V . ( )

The variation of the metrics of the curve is

Uy = 0Ugp -Uy+Usg-0Uyg = (E@Z\iy + E@Z&)Vsm

= 2epeut’V W= 2Usut' VW, (3.60)

5U = S(DS\P(SU.:I)\I; = 2€¢€WU¢\ptivsm = 2UtiV5W; (361)

5e® — 5( e? )— < OU __ opig,w, (3.62)
NN o '

5&1) = 5(\/76@) = \/U&pg—((j: = E@Ifivsm. (3.63)

The variation of the length differential dl is
5(dl) = 5(TAUY) = g—g,\/ﬁdUl VWl = (¢ - VW)L, (3.64)
The variations of surface geometries such as S, N, Kjs on the curve are still given by Eqs. (3.3-
3.15) with the restriction V W =0, which implies
VW = t, VWV (3.65)
VoVW = t,Vs(tgVsW) =totgVIW + 1.Vt VW =t sV2W +tangky(VsW) (3.66)
Vo VW = VW (3.67)
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Then from Egs. (3.3-3.15) we have,

68, = (taVW +WPB,g)N + (to VW5 —WB?)S; (3.68)
SN = —(BoagWP+1t,VW)8¥=—B,sWPIS8* — (V W)t (3.69)
6Bap = taVsBg, WV + BautgVsWV + B toaVsWY — B, BIW +totgVEW +tongk,Vs W (3.70)
Ky = W(KR —2K)+ W'V, Ky + V2W (3.71)
The variations of the unit tangent ¢ and unit normal n are
ot = 5(€(I>Uq>) = €¢5Uq> + 6€¢Uq> = VSW’LZ,L — tzvswlt = (mn + NZN)VSWZ
= (1-t®t) - V.W=nn+ N®N) - VW (3.72)
n = —(0t-n)t— (SN -n)N = -,V Wt + (BagWh 4+t VWV)n*N
= —n;VsWit+ BogWPnoN = —(n- VW)t + (n®W¥B,s)N. (3.73)

To compute the variation of kg=n -Vt k=N -V, 7=—n VN, we first compute §(V,t) and
d(VsIN), which are straightforward to calculate. Indeed,

Vot = Vs (VIW'Z;— 'V Wit) = V2W'Z; — V'V Wit — t'V2Wit — t'V WiVt (3.74)
§(Vst) = 6(e¥Vot)=0c®Vat + Vit
= —t'V WVt +VIW'Z, — V'V Wit — t' VWit — 'V, WVt
= V2W'Z; — V'V Wit —t'V2Wit — 2t°V WVt (3.75)
and
Vs(6N) = —Vy(BagW?+t,V;W)S* — (BagW? + VW)t 'BSN
= —Vi(BapWP?+taV;W) 8 — (BagW t'BS + k,V,W)N
VN = §(e?VoN)=0®VoN +e?6VeN =6c®Vo N + VIN
= —t'V W, VN = V(BagWP + 1,V W)S® — (BagWPt'BS + k, V. W)N. (3.76)
The variation of the geodesic curvature &, is

Okg = 6(n-Vst)=n -0Vt +Vit-on=n-dVit+ (kpn+k,N)-on
= n-6Vit+k,N - dn=n, VW - 2k;t'VW; + k,n*WPB,s (3.77)

The variation of the normal curvature k,, is

6kn = O(N-Vit)=06N-Vit+N-5(Vst)=0N-(km+k,N)+N-5(Vt)
= kyn-ON + N -§(Vst) = —kyBogW n® + N,VIW? — 2k, t'V W, (3.78)

The variation of B is

6B, = 6K — 0k,
= W(Kf —2K)+ W'V, Ky + V2W — (=kgBagW Pn® + N;V2W' — 2k, t'V W)
W (KR — 2K) + W'V Ky + V2W + kyBogW #n® — NyV2W? + 2k, t'V W
W (K3 —2K) + WP (VsKps + kyBagn®) + VW — N;V2W' + 2k, t'V W,
= W(Kg —2K)+ WPA(VgKp + kyBagn®) +2VsIN - VoW + W - VIN + 2kt 'V W,
W (Kz; —2K) + WA (VK + kygBagn®) + 2(—knt — 7,m) - VsW + W - V2N + 2k, t 'V W,
W (KR — 2K) + WA(V gKas + kyBogn®) — 27,m - VW + W - VIN (3.79)

where we used
VW = ViV, (W-N))=2V,N -V.W + N -V?W 4+ W -V2N. (3.80)
The variation of 7 is

0y = —6(n-VsN)=—=m-V,N —n-6(VsN)=-on-(—k,t —17n) —n-6(VsN)
= knpt-on—n-§(VN)=—k,n, VW — 7NV W + Vo(BapgW P + 1o, VsW)ne. (3.81)
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3.2.2 Variation of Curve Hamiltonian

Example 3.17. (variation of a curve functional) Consider an energy functional defined as
f@m fdl. Then,

%Pfdz _ 7{6P<5f+ f%)dz fw(aﬂ POV )AL= fm){éf—W~Vs( Ml (3.82)
and

1) dl
_f%?;}{: 72 p{_%w‘“( ft)}dz. (3.83)

Example 3.18. (variation of curve length) The length of the boundary curve JP is [ = §,,dl.
Then setting f=1 in Eq. (3.83) gives

sl

— 2= (V)dl= % (kgn + kN )dL. (3.84)
SR Jop p

From Eq. (3.84), the line energy ol will give rise to line tension o (k,n + k,IN) along the boundary
curve.

Example 3.19. (variation of the geodesic curvature energy) Consider f==Fk,,. Then,

5?{kgdl = f(ékg—i—kg%)dl

= ?{ (i VEW' = 2kt 'V Wi + kyn®W P By g + kgt 'V W) dl
= f(anEW’ — kgt'™V Wi + kyn®“WPB,g)dl

. ?{ (V2 4 V() Wi+ ki BasS®)dl (3.85)

and

5§ kydl
_ j; = 7{ (V2 + V,(kgt) + knn®BasS®)dl = — 7{ (V7N + Kn)dl (3.86)

where we used

V2n + Vy(kgt) + knn®BagSP? = V(17,IN) + knn®Bas(tPt + nfn)
= ViyN +74(—knt — gn) + kn(15t + Bin) =VyN + (k,B1 — 75)n=V,7,N + Kn

As expected from the Gauss-Bonnet theorem fp KdA - fap kqdl=2mx(P), where x(P) is the Euler

characteristic of P, the right hand sides of Eq. (3.50) and Eq. (3.86) are the same. Eq. (3.86)
agrees with the result from Capovilla [capovilla2002lipid] and Tu [tu2003lipid].

Example 3.20. (variation of the geodesic curvature energy) Consider f :%k;, where n is
a positive integer and k(U) can vary along the curve. Then,

K n
57{ Zhydl
= f (%glakﬁ%k;@)dz

RED T (V2W = 2kt 'V W + kyn®W P B o) + %kéltivsm}dl

{nk"—lniviwi - 2”{ Leknti0 Wi + k2~ kW BB, }dl

2n —1

Kkgti)w; + mkglknnaWBBaB}dz
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Thus,

63%732%1(” 2, .n—1 2n—1 .
—orn 7 — — n _ V. n _ n nagh .
SR ?{973{ Vilkky m) Vé< - Iik‘gt> kkg ™ knn®S Baﬂ}dl (3.87)

Example 3.21. (variation of the normal curvature energy) Consider f=k,, then,

5}1{kndl 7{(51@1 + kn@>dl

= 7{ (—kgBapgWPno + N;V2W — 2k, t 'V W + knt 'V W;)dl

= ?{ (—kyBogW Pn® + N;VIW' — k,t 'V W;)dl

_ 7{ (=g BagW e + VENW + V. (bt )W)l (3.88)
and

6§ kndl
_ fagR - —%(_kgBaBSﬂna + VIN + V(kyt))dl = 7{((1@5,51 + Vrgn+72N)dl (3.89)

where we used
—kyBagn®SP + V2N + V,(knt) = —kyBogn®SP + V,(—n)
= —kygBagn®(tPt +nn) — Vergn — 15(—kgt + 7,IN)
—kg(Tgt + Bin) — Vstgn — 7y(—kgt +7,N) = —(kgB1 + V)1t — TgQN.

Example 3.22. (variation of the normal curvature energy) Consider f :%(kn)", where n
is a positive integer and k(U) can vary along the curve. Then,

5 % %(kn)”dl
?{ {K(kn)"—wkn+%<mn@}dz

= 7{ K (k)" (=g BapW Pn® + N;V2W' — 2kt 'V W) + %(kn)”tiVSWi}dl

_ 7{ ()" g BagW o + )" N2 — 250" it VWi 2 )"V el

= 7{ {—K(kn)n_lﬁgBagwﬂna + k(kn) "IN V2 —

2n - 1/@(kn)”tiVSW;}dl
- ?{ —(kn)" g BagW Pn® + V2(k(kn)" " IN) Wi+ vs< 2n—1 n(kn)”ti)m}dl
and
56 5 (k) _
_556?%%: 7{ {/@(kzn)"_lkngalgS'@n“—Vf(/@(kjn)"_lN)—VS<2n 1m(kn)”t)}dl. (3.90)
op

Example 3.23. Let us calculate the variation of § Kjydl.

57{KMdl = %<5KM+KM%)dZ

% (W (K3 — 2K) + WYV, Eyg + VEW + Ky (89, ))dl

. j‘{ (W(KZ — 2K) + WY Kng — WiVt Kr))dl
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and

O Kdl

R = —j{((KI%/I—2K)N+V||KM—Vs(tKM))dZ

= ?{((QK — KyBL)N + (Kykyg — Vi Ky)n)dl

where we used

(Kif —2K)N + V| Ky — Vs(tKn)

(Kir —2K)N + V| Ky — VKt — KaVit
= (K{ —2K)N +V Kym — Ky (kn + k,IN)

(Kir — 2K — Kyiky) N + (V1 Ky — Kyikg)n

(KmBi —2K)N + (V1 Ky — Kukg)n

Example 3.24. (variation of B, ) Consider f= B, then

and

74(513l + Bf((gl) )dl

43

(3.91)

f(W(KA% —2K) + WA(V K+ kgBapgn®) — 21,m - VW + W - V2N + B (t'V W;))dl

W(K# —2K) + WP(VsKy + kgBagn®) + W -V, (27,n) + W - V2N — WV, (B t%))dl
B gPaf g

0§ Budl
R

= - f{ (K} — 2K)N + S8(V 3K + kyBagn®) + V(27,n) + VEN — V(B t))dl

= f ((2K—KMBL—7-92)N+(kgk;n—VLKM—VsTg)n) dl

where we used

K} —2K)N + SP(V K + kyBagn®) + Vs(27,n) + VEN — V(B t)
Kir —2K)N + V| Ky + kgBagn®S? + Vy(2ryn + V,N — B, t)
Kir —2K)N + V| Ky + kgBogn®(tPt + nPn) 4+ Vy(tgn — knt — B. )
)
)

K]@ —2K)N + V”KM + k‘g(Tgt—l—BLn) +Vm+17,Ven — Vo Kyt — Ky Vit

(3.92)

K —2K)N +V  Kym+ky(1it + Bim) + Vern + 1y(—kgt + 7,N) — Kyr(kgn + k, N )

Kir — 2K + 75 — Knikn) N + (VL Ky + kgB L + Vet — Knikg)n

(
(
(
(KJ@ —2K)N + V“KM + kg(’rgt +Bin)+ VS(Tgn — Kt)
(
(
(
(KuB1 — 2K + 1) N + (V1 Ky — kgky + Vstg)n.

We can also use B = Ky — k,, to verify the above result

SFBLAl 8§ (Kns— kn)dl
SR SR

= j[((ﬂ( — KyBL)N + (Kykg — V1 Kpy)n)dl — f{((kgBL +Vr)n+72N)dl

- f (2K — KyBy —72)N + (Kathy — V1 Kar — kyB1 — Vr)n)dl

j[ (2K — KpBL —72)N + (knky — V1 Kpr — Virg)n)dl.
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Example 3.25. (variation of the geodesic torsion energy) Consider f =7, then
67{ng1 = j{(&'g +Tg%>dl
= % (—knniVeWi — 7t Wi + Vo(BagW P + to VoW )n® 4 7,4 °V W) dl
= j{(—knmvswi + Vs(BasW P + 1,V W)n®)dl
_ j‘{ (Vo (knntd) Wi — (BagW P + VW) V0l
_ f (Vo () W + leg(BagWP + £V, W)l
_ f (Vo () W + et BogW & + iy VW)l
= j{(vs(knm)VVz + kgt®BagW P — WV sk,)dl

- f{ {Va(knni) + kgt® BapZP YW — WV ki ]dl

and

) K, nql
——fgﬁ’ = - f {Vs(knn) + kgt BagS?} — NV kgdl

?{ (= (Vkin + kymy)n + (Voky — k) N} (3.93)
where we used
Vs(knn) + kgt“BosSP? — Vsk,N
= Vikon + kn(—=kgt + 7,IN) + kg(knt +17yn) — VkgN
= Viknn + knt,N — Vg N + kyryn
= (Vskn+kgrg)n + (kntg — Vskg) N

Example 3.26. (variation of the geodesic torsion energy) Consider f :%(Tg)”, where n is
a positive integer and k(U) can vary along the curve. Then,

K _po(dl)
ol e T }dl

I
—N
&
°3

L
(«%)
S
+
|

KT ki VoW — 71V Wi + Vo(BagW B + 1o VW )n®) + ETg”tiVSW;}dl
n

n—1

KTV Wi+ K7~V o(BagW B + £,V W )ne }dl

KT;ti> — (BapgW? + tavsW)Vs(IiT;_lna)}dl

I
o o e

) = Bo VT 1) TV 7 )l

n—1

= 7{ WiVS<KT;1knni+ KT;ti> — BaﬂWBvs(KTgnilna) + st[tavs(fﬁrgnlna)]}dl
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With Egs. (3.84-3.94), all the variations of the line energy Eq. (3.2) are obtained. We can
therefore calculate forces from a Hamiltonian consisting of line curvature scalars. While we will
not explore the numerical impacts of all terms in the Hamiltonian Eq. (3.1) and Eq. (3.2), we
have provided useful theoretical calculations for a model beyond the canonical curvature squared
Helfrich theory. These calculations are decoupled from the numerical schemes presented in the rest
of the thesis and can be used in any kinds of applications that adopts a more general description
of elastic bilayers.






Chapter 4

The Level Set Framework and High Order

1?c:hemes for Reinitialization and Extrapola-
ion

A wide range of natural phenomena involves the motion of dynamic interfaces. When an elastic
ball hits a rigid wall, its shape deforms. A fish undulates in order to swim. The surface of a soap
bubble quivers from the air currents that keep it afloat. Beams bend, flags flutter, and seas swell.
Even the membranes of the cells that comprise our bodies ruffle, protrude, invaginate, and pinch off.
In some cases, the motions of these interfaces involve the dynamics of surface bound components,
such as the proteins and lipids that diffuse and react on cell membranes. The level set method,
introduced by Osher and Sethian [osher1988fronts|, is an extremely simple and elegant numerical
framework for these kinds of problems [salac2011level, laadhari2017fully].

4.1 The Level Set Method

4.1.1 The Level Set Equation, Reinitialization Equation and Extrapola-
tion Equation

In practice, a moving interface is usually represented implicitly as the zero level set T'(¢) of a signed
distance function ¢(x,t) in the embedding space R™ (n =2 for a curve and n=3 for a surface),
ie, I'(t)={x| ¢(x,t) =0,z € R"}. The dynamics of I'(¢) under a velocity field V is then captured
by the level set equation [osher1988fronts]:

%—l—V-qu:O. (4.1)
ot

Due to the embedding, requirement on computational storage and intensity is an order of
magnitude higher than the usual Lagrangian method (N? compared to N for a one dimensional
surface and N3 compared to N? for a two dimensional surface). To ameliorate this problem,
Adalesteinsson and Sethian [adalsteinsson1995fast] introduced a variant called narrow banded
level set method where only grids near the interface were updated. Even higher efficiency can
be achieved by the use of QuadTree or OctTree data structures [strain1999fast].

Under a general velocity field, ¢(x,t) will not remain a signed distance function. For the sake
of numerical accuracy and stability, ¢(x,t) needs to to restored to a signed distance function from
time to time. This is called reinitialization, an idea introduced by Chopp [chopp1991computing]
to remedy numerical stability and accuracy issues with the level set method. The issue of reinitial-
ization has been extensively investigated since the birth of level set method. One way to do this
is to solve the reinitialization equation by Sussman [sussmanl994level]

9¢

S+ sign(60) (V6] 1) =0 (42)

in a pseudo time domain. Eq. (4.2) restores ¢ to a signed distance function when iterated to
equilibrium. Improved numerical schemes by Russo [russo2000remark] and Min [min2007second,
min2010reinitializing] solves the problem of motion of interfaces and loss of volume during reini-
tialization. Another approach is offered by the fast marching method [sethian1996fast] to solve
the level set equation for monotonically advancing fronts, i.e. fronts with positive normal speed.
The fast marching method solves the Eikonal equation |[V¢|=1 in Nlog N time where N is the
number of grid points of the domain of ¢. An recent implementation of this method can be found
in [chopp2001some, chopp2009another].

47
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A quite different approach towards the problem of reinitialization is to extend velocities
off the front such that it remains constant along the normal direction [zhaol996variational,
adalsteinsson1999fast, peng1999pde]. This idea of extending fields off the interface is critical to solve
PDEs on a moving surface represented implicitly [xu2003eulerian, adalsteinsson2003transport,
bertalmio2001variational]. The so-called closed point method has a similar spirit and a slightly
different implementation [ruuth2008simple, macdonald2009implicit, macdonald2008level]. We shall
adopt this approach to embed surface PDEs in space. To extrapolate surface fields away from
the surface, a hyperbolic PDE advecting ¢ in the normal direction is solved [peng1999pde]:

@+Sign(¢)N'Vc:0 (4.3)
or

where N=V¢/|V¢| is the normal of the interface and ¢ represents the scalar field that is being
extended away from the surface.

4.1.2 The Level Set Method for Implicit Curves

Dynamics of codimensional two objects in three dimensional Euclidean space, i.e. space
curves or curves embedded in a surface, can be represented with systems of level set equa-
tions [burchard2001motion]. We follow the methodology developed in [burchard2001motion,
cheng2002motion| to evolve a curve embedded in the surface which in our model will represent
phase boundaries.

Under a given velocity field V', the dynamics of the curve is governed by two level set equations
evolving both ¢ and ¥

a¢’+v Vo = 0 (4.4)
31/1 _
SV = 0. (4.5)

For the sake of numerical accuracy and stability, 1) needs also to be reinitialized from time to time
[burchard2001motion, cheng2002motion| by first solving

9 4 sign(¥)(IVg] ~1) = 0 (46)
and then solving
%Hign( )|§Z| Ve =0 (4.7)

where the first equation makes v a signed distance function on the level surface ¢ =0 and the
second one makes level sets of 1 orthogonal to the surface. Those properties will prove important
when we need to discretize delta function of a codimension two object [towers2009discretizing).
Note that the advection velocity for the curve and surface need not to be the same if they have
different physical origins. Suppose the relative motion of the curve on the surface is dictated by a
velocity field V' and that of a surface by U. Then the dynamics of the system is

a¢+U Vé = 0 (4.8)
aw L (U+V)-Vo = 0, (4.9)

which says that the curve also moves along with the surface [cheng2002motion|. Equations like
those also appear in the region tracking algorithms [bertalmiol999region].

4.2 Discretization of Geometries in the Level Set Framework

With the level set method, a two dimensional surface P is represented implicitly as the zero level
set of the level set function ¢(Z) in the three dimensional space

P={R(2)|6(2)=0}. (4.10)
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A strength of the level set formalism is that it allows irregular surfaces to be defined implicitly on
a regular grid, such as a simple, rectangular Cartesian grid. Computing geometric properties of an
implicit interface represented by the level set function ¢(z,y, z) is then much easier than that for
a triangulated surface. Most of the geometrical information about the interface is encoded in the
gradient V¢ and Hessian H(¢) of ¢, which in Cartesian coordinates are defined as

Vo = (b ¢y ¢2) (4.11)
Hessian(¢) = byz Dyy Oy |- (4.12)

4.2.1 Surface Normals and Surface Curvature

Suppose that the surface is represented implicitly as the zero level set contour of the signed distance
function ¢(Z', Z%, Z3) and ¢ <0 inside. Then by this convention, we choose the normal to the
surface to point into the region where ¢ > 0. The orientation of surface coordinates is then chosen
such that IV - (S; x S3) > 0. By this convention, the normal of the surface can be represented by

N_ VO i Vi
Vol IVigV ¢

The tensor product of V and IN encodes curvature information,

ViN, — vj< Vi >: ViVi¢g Vi VI(VFoVy (b):va'vio; Vit Gigh o

(4.13)

Vol |V¢| 2|V¢|3 Vol Vo[
_emsn smem VmOVEOVIVg L VingVFROVIV L0
= (OFo7 = oo~ G = O TP (4.14)
and the vector (matrix) form is
VRN
_ Hesl'svl?gl'(@ _ |v1¢|3Hessian(¢)®(V¢)T®V¢ (4.15)
= W ¢ya: ¢yy ¢yz - |v¢|3 ¢ya: ¢yy ¢yz ¢y (¢x (by ¢z)
¢Z$ ¢zy ¢ZZ ¢Z$ ¢zy ¢ZZ ¢Z
1 Gz Doy Puz 1 Gz Doy Puz Gxbz Pudy Pz
= m ¢ya: ¢yy ¢yz - |V¢|3 ¢ya: ¢yy ¢yz ¢y¢a: ¢y¢y ¢y¢z
¢Zw ¢Z'y ¢ZZ ¢Zw ¢Z'y ¢ZZ ¢Z¢w ¢Z¢y ¢Z¢Z
T o o o) e

G2aPs + Goyybe + Gu:0:0e Grahady+ Goydy+ Gozd:by Grabods + Goydyds + Gual

Remark 4.1. In this embedding,
spn VinpV*V VIV s V¢V oV¢VaV7e
IVolt Vol

— 6mnvﬂ1¢vk¢v’ﬂ(vJ¢vj¢) 5man¢vk¢v”|v¢|2
2[Volt 2|Vl

N;ViN; =
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Thus ON;/ON will be zero if |V¢| is a constant. In particular, if ¢ is a signed distance map, the
normal derivative of the components of the surface normal vector is zero.

To find the expression for mean curvature and Gaussian curvature, we first note that the
curvature tensor Bg can be written as
B§ = —ZiVON;=—ZZVIN;. (4.16)
The mean curvature is

g V¢V oV Vg
IVol[?

The Gaussian curvature is 2K = (Kjs)? — Bng. Thus we need to calculate Bng:
BEB§ = ZI'ZIN"N,ZLZ§NIN; = Z0 28 25 25N "Ny VIN;
= (6]"—= N™N;)(6},— N*N,,)V"N,,,VIN;
= (0= N™N;)V'N,,,VIN;=V'N,;VIN;. (4.19)

Ky = BS= —Ziazg;vjNi =(NIN; = §)V;Ni=-V,N' = (4.17)

Therefore,

K
1

2, —(ViN;VIN; — VIN;VN;) = (5m5ﬂ — 7'P)VIN,, ViN, = %vamvwn

L gmngys ViV OVIVi0 b VubT6T Vug
2l Vol? Vo3
_ 1 mn Juv k l J )
- 2' |v¢|66_]l 6 ln rOVEOV oV OVIV OVIV 0
_ 1 msn msn\ STs Suv k l ] 7
- 2' |V¢|G(6 5 61' 6j )5km61n r¢v (bvu(bv ¢V]vs¢v vv¢

1
2| |v¢|6(6kj lz

vrvkvuvlvjvsvlvlu ™SS TSS usv usv Ts$Ss TSS uSsv uSv
= e O (5105 — 8300) (6167 — 6767) — (6105 — 8107) (616} — 6747

— 0015 )V 10V V1oV OVIV GV IV

VT vk vu vl VJVS vlvlu s SSUvV SSUv u VST KSS VKT SS LS SU vV r$sSSu Sv
_ VioVi (gIV(ZIG OVIN® 57 (8361 — S361) + S (SYSTSR, — 5Y8TSR) + SIOR646Y — OT676%67]

VT vk vu vl VJVS vlvlu s SSUvV SSUv T VSUSS VSUSS LS SU vV r$sSSu Sv
_ Vo' (gIV(ZIG OVIN O 57 (8361 — S361) + SH(62645} — 58167 + STORSLSY — 815366
1

= S VOV VsV IOVIVOV IV

_ 1 l 7 i suv
- 2|v¢|4vu¢v ¢V vé(bv VU¢ il

— Ssvu 7 i3
|v¢|4 u¢v d’( ]zl \Y vs¢v vv¢) (420)
where we used
SR(O301L — G30110) + SF(SYOL07 — 6L6167) = SE(S581 — 83815) + 6Lopay
= (03017 — 63615 + 6F65") = OF.(83615% — 6781 + 6364Y) = Sy

and

AV VLA VARG VTN VEA VARG VA VN

(07076161 — 61 0%:61'51)

2[Vel®
— T¢Vk¢vU¢vl¢vjv ¢leU¢ 57‘55571&11 VT¢vk¢VU¢V ¢V] VS(bV’Vy(b 5r656u5U
- 2[Vg[° l 2[Vo[®

VipV*oVup V'OV VgV 'Vip  VipV*9V ¢V '¢VIVpV'Vid

AV I[s N =0




4.2 DISCRETIZATION OF GEOMETRIES IN THE LEVEL SET FRAMEWORK 51

Summarily,

N-_Y¢ o (4.21)
\/ V7oV ¢

K = ~ViN'=—o ¢|35g;"vm¢vk¢vz =15 ¢|3(|v¢|2wv¢ VoVeVivee)  (4.22)

K — —,5j;”v Ny VN, = |v1¢|4 u¢vl¢< ;ﬁuvjvswivﬂqs). (4.23)

Note that (2,5jﬁ“VjVS¢ViV7j¢) is the cofactor matrix of V'V;¢. If Z'={z, y, 2z}, then
the above covariant formula for Kj;; and K reduces to the expression given by Goldman
[goldman2005curvature]. Since our formula is covariant, it applies to general curvilinear coor-
dinates as well. This facilitates applications with spherical or cylindrical symmetries.

In Cartesian coordinates, the normal is

Ve _ 1
N = W wer O o 0 2

We also need the cofactor matrix of the Hessian

¢yy¢zz - ¢zy¢yz ¢zx¢yz - ¢yz¢zz ¢ya:¢zy - ¢za:¢yy
H*(¢) = ¢zy¢a:z - (bxy(bzz ¢wx¢zz - ¢zx¢xz ¢zw¢xy - ¢xw¢zy (425)
(bxy(byz - (byy(ba:z ¢a:z¢ya: - ¢a:x¢yz ¢xa:¢yy - ¢ya:¢xy

The mean curvature Kjs in Cartesian coordinates is

Ky = |V¢|3(IV¢I2V%¢ V,6V*EViV o)
_ —|V ¢|*Trace(Hessian(¢)) + V¢ @ Hessian(¢) @ (V)T 2
- Nk (4.26)

which gives —2 for a unit sphere. Note that Kj/|V¢| can be split into a linear operator on
¢ and a nonlinear operator on ¢. This operator splitting can play a crucial role in designing
a stable scheme for curvature involved surface propagation [smereka2003semi, xu2003eulerian,
duchemin2014explicit].

The Gaussian curvature K is

* T
b= le‘* VudV'e ( VNGV ¢> e }ﬂv(i)f o (4.28)

4.2.2 Surface Integral and Volume Integral

Since the surface is represented implicitly, all surface integrals need to be calculated as volume
integrals. Let us use (S', 52, ¢) as the coordinates for the three dimensional Euclidean space near
the surface. Then, with the help of the Dirac delta function (), a surface integral over a function
f can be written as

. / F(S)dA = / F(S)5(6)dAd. (4.29)



52 THE LEVEL SET FRAMEWORK AND HIGH ORDER SCHEMES FOR REINITIALIZATION AND EXTRAPOLATION

Note that the first integral is taken over the coordinate space (S!,S?) which is mapped to the
surface and the second integral is take over the the coordinate space (S!,S?, ¢) where ¢ =0 is
mapped to the surface and we assume that the mapping {S!, 5%, ¢} — R3 is smooth and that
coordinate lines S® = constant is perpendicular to level set surface of constant ¢. Now consider
the coordinate lines S = const parametrized by ¢. We can make a change of variable from ¢ to
arclength s and write

I= / 7(8)0(6) 32 dAds = / F(S)6(6)N - VpdV = / £(8)8(6)[VplaV (4.30)

where we see that d¢/ds=V,0=N - -V¢=|V¢| is just the invariant derivative of ¢ along the s
axis and dV is the invariant volume element. Therefore we may write

/ F(S)dA = / F(R)S(6)|Vo|dV (4.31)
P Q

where P ={R € Q|#(R) =0} is a two dimensional subset of  C R? such that ¢(R€P)=0 and
the restriction of F' to P agrees with the value of f on P. The Hausdorff measure (surface area)
and Lesbegue measure (volume) are

A=)

[avolav (4.32)
v=iow| = [HEoav. (433)

where H(z) is the Heaviside function. Now suppose that f(S) represents surface density of some-
thing (protein, lipids, force etc.), then F'(R)d(¢)|V ¢| will represent volume density, which tells us
how to embedded surface quantities in space numerically, for example, embedding boundary forces
in bulk. Note that if ¢ is replaced by another function ¢ such that ¢’(¢) >0 and that they have
the same zero level set contour, then because 0(¢)|Vo|=d(4)|Vo|, F(R)S(¢)|Vd| will remain
unchanged. This is a necessary requirement for the use of reinitialization scheme in the level set
method, which replaces ¢ with a signed distance function having the same zero level set. In the
extension step, F is replaced by another F having a vanishing normal derivative. This also keeps
F5(4)|V¢| unchanged.

4.2.2.1 Smeared Dirac-Delta Function and Heaviside Function

The common practice in the level set method to discretize the Dirac-Delta function and Heaviside
function is to smear them out to a bandwise of ¢ =1.5Az around the interface [osher2006level]:

0 P < —e
H(¢) = %+%+%sin(ﬂ—f) —e<p<e (4.34)
1 e<¢
and
0 o< —
5(p) = 2i€+2i6008(7r7¢) —e<¢<e. (4.35)
0 < 6.

This discretization, however, can lead to systematic O(1) errors in trivial numerical experiments such
as computing length of a straight line titled to the grid axis with some angle [tornberg2004numerical].
Several numerical schemes for approximating 6(¢) and H(¢) were then proposed to address this
convergence issue. Engquist proposed to use information in local gradient of the level set func-
tion to modify e [engquist2005discretization]. Smereka borrowed a technique from Green’s function
theory to discretize the delta function [smereka2006numerical]l. We shall adopt a finite differ-
ence method developed by Towers in a series of papers [towers2007two, towers2008convergence,
towers2009discretizing, towers2009finite] to discretize 6(¢) and H (o).
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Following [towers2007two], we define I(¢)= de)H(C)d( =max (¢,0) on the grid. Then,

VI(9) = H($)V¢ (4.36)
AI(¢) = VH(¢)-Vo+H($)Ap=03(0)|Vo|*+ H(p)Ad. (4.37)

and
AH = V-VH=V-(Vi(9))=()Ad+V-Vi(e) (4.38)

Solving for H(¢) and §(¢) from the above relations gives
VI-V¢

H(¢) = Ve (4.39)
AI(9)— H()AG_AI(9) (VI V§)As
M) = TUNeR VR VeR (4:40)
Vo o _ AH—3(0)A¢
Vol Vé(op) Vol (4.41)

Since I(¢) is way more regular than H(¢) and 6(¢), we do not need to smear it and simple finite
difference schemes can be employed to calculate all the derivatives. Far away from the interface,
H(¢) and §($) becomes trivial and we can use sign of the signed distance function to determine
its value. Note that in [towers2009finite|, the primitive of I is used to calculate I(¢) and H(¢).

The above ideas can be generalized to calculate multi-dimensional delta functions
[towers2009discretizing], which appears in integrals on a codimension d — m manifold T' repre-
sented by the intersection of the zero level sets of m level set functions ¢% i=1,2---m in a
d-dimensional space parametrized by Z%i=1,2---d

A £(5)ds = / F2)TE16(6(2)) | AV 6] (4.42)

where df2 is the invariant volume element in d-dimensional space, .S is some parametrization of T,
dS is the invariant volume element in I', f(Z) is a function defined over  which when restricted
to I' agrees with f and A is the wedge product. Consider the case m =2,d=1. Let us denote the
two level set functions by ¢ and . Then [towers2009discretizing]

VH(¢) N\VH() = 6(¢)6()VPAVY (4.43)
and
_ (VoAVY)-(VH(¢) NVH(Y))
6(9)s(v) = YN (4.44)

where A becomes vector product for two arguments and H(¢) can be either a smeared version or

calculated from I and possibly J(¢) = f0¢1(§)d( = { 852/2 iig . Formula for other cases can be

generalized easily. In [towers2009discretizing], it was shown that to obtain convergence ¢, 1) should
be signed distance functions and their zero level sets should be orthogonal to each other and their
normals should be parallel to the grid axis. The last condition can be hard to satisfy but the first
two can be enforced.

4.2.2.2 Discretization of Embedded Curve Geometry

Phase boundaries and open edges of membranes can be numerically described as the zero level set
of a vector function (¢(Z),¢¥(Z)) [burchard2001motion]. This idea is then borrowed by Wang with
a phase field approach to the simulation of multi-component lipid membranes [wang2008modelling].
Their Hamiltonian for the phase boundary, however, contains only the zeroth order term from the
more general Hamiltonian Eq. (3.2) and is therefore unable to describe more realistic effects of the
boundary energy.
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Following [burchard2001motion]|, a closed curve I' embedded in the surface P={R(Z)|$(Z) =
0} is represented by I'={R(Z)|¢(Z) =0, ¢(Z) =0}. Then T separates P into two regions corre-
sponding to ¥ >0 and 1 < 0. We shall choose the orientation of I' such that as we move along the
tangential direction ¢ of I" with our head pointing to the IN direction, the 1 < 0 region is to our
left. Furthermore, we choose the direction of the normal n to be pointing into the ¥ > 0 region.
With this convention, {n,t, N} forms a right-handed coordinate system. The geometries of I" can
then be expressed in terms of ¢(Z) and ¥(Z).

The tangent vector is

T = V¢ xVi=Tt, (4.45)

where T'=|T'| and ¢ is the unit tangent
Vo x Vi

t = -~ - 4.46
Vo x Vo] (4.46)
The unit normal n is
n = txN. (4.47)
The invariant derivatives V, and V| are
Ve, = t-V=t'V; (4.48)
Vi = n-V=niV,. (4.49)
The geodesic curvature is
kg = n- Vst = niVSti = nitjvjti (450)

The normal curvature is

kn, = N-Vit=N'Vs; =NV,

= —t- VN =—t'"V,N;=—tt/V,N;. (4.51)
The geodesic torsion is
7y = —t-VIN=—t'V | N;=—t'n’V,N,. (4.52)
B is
B, = —n-V,N=-n'V ,N,= —ninjVjNi. (4.53)

As can be seen, ky,, 74, B, are components of V ® IV in the Darboux frame. For numerical com-
putation of k4, we first calculate

T v.T |
Vit = Vem= +Tvs<7). (4.54)
Then
kgzn-vstz%n-vstlTn-(vsv¢xv¢+v¢xvsvw), (4.55)

where V,V ¢ and VV 1) should be calculated as V,V¢p=V Vip Z, =tV ;Vi¢pZ,; V V)=V NWZ;=
tIV;VipZ; so that the second derivatives of ¢, are directly discretized.

4.2.3 Curve Integral and Curve Length

The integral of a scalar field F' over I' can be computed as a volume integral

/F(s)dl:/F(R)5(¢)6(z/;)|V¢ x Vi |dV. (4.56)
T Q
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The length of the curve can be written as [burchard2001motion]

L(g,v) = / 5(8)5(4) V||V dld0 = / 5(8)5(4)|V 6 x Vib|d, (4.57)
Q Q
where we used
V2 = [V - NN-VyP=|VyP+ [N Vo2 2N - Vi ?

2
— [VOPIN - [N VR =|N x Vi [2= (%) . (4.58)

4.3 Sixth-Order Accurate Schemes for Reinitialization and
Extrapolation

Mathematically modeling dynamics in these problems can be challenging when high-order, non-
linear partial differential equations are involved. For instance, the force density for a thin elastic
surface with bending rigidity is proportional to the Laplacian of the mean curvature of the surface
[helfrich1973elastic]. Simulation of thin surfaces, such as cell membranes, then requires calculation
of second order derivatives of the surface mean curvature, which includes fourth order derivatives
of the surface position [helfrich1973elastic]. The Cahn-Hillard equation describing phase separation
on a surface, as occurs in the formation of lipid rafts [sezgin2017], leads to fourth order derivatives
of an order parameter [greer2006fourth]. To accurately capture these dynamics in the level set
framework, convergent methods for fourth order derivatives of the level set function and the surface
fields are necessary, which requires the level set function to be locally smooth and the extrapolation
scheme to be very accurate. Existing methods do not provide sufficient accuracy to address these
types of problems [du2008second, guckenberger2016bending]. Therefore, we develop a method
here that can be used accurately preserve geometric properties, such as high order derivatives of
the shape, of dynamic interfaces and can also be used to extrapolate information defined on those
surfaces.

Both Eq. (4.2) and Eq. (4.3) are Hamilton-Jacobi equations with initial and boundary condi-
tions
%+H(1/),V¢):0 (4.59)

or

where H is the corresponding Hamiltonian. Successful techniques for solving Hamilton-Jacobi
equations depend on construction of the numerical Hamiltonian [bardil991nonconvex]|, time dis-
cretization [shul988efficient] and space discretization [jiangl1996efficient, jiang2000weighted], and
accurate methods have been developed and extensively tested numerically. For spatial discretization,
the weighted, essentially-non-oscillatory (WENO) scheme is often used [jiang2000weighted]. This
method uses divided differences to determine the smoothness of various approximations to the
first derivative, and then weights the various approximations to achieve a smooth, and poten-
tially fifth-order accurate, estimate of the derivative. While this scheme works well when solving
the level set equation (Eq. (4.1)), application of the WENO scheme to the reinitialization equa-
tion (Eq. (4.2)) can yield poor results [jiang2000weighted]|. The reason for the poor accuracy
was pointed out by Russo and Smereka [russo2000remark], and they developed a second order
accurate remedy by modifying the treatment of Eq. (4.2) near the boundary. Based on the results
of Russo and Smereka, Chéné and Min [du2008second] obtained a fourth order accurate reini-
tialization scheme by adopting a cubic ENO interpolation near the boundary and an HJ-WENO
scheme away from the boundary.

In this section, we further develop the ideas in [russo2000remark]| and [du2008second] to design a
novel sixth-order accurate scheme for Hamilton-Jacobi equations with boundary condition specified
at the zero of a level set function. Note that because Egs. (2-3) are hyperbolic, information defined
at the zero level set is propagated away from the implicit boundary and an additional boundary
condition at the edge of the computational domain is not needed.
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Hamilton-Jacobi equations (Eq. (4.59)) involve directionality in the flow of information that
carries the function v at one time to its values at later times. As such, it is crucial to use an upwind
spatial discretization along with an accurate time stepping routine. In this section, we describe
the standard spatial and temporal discretization schemes that are used with the level set method
and then provide a detailed description of our modification to the ENO scheme for non-uniform
grids that was originally developed in [du2008second].

All of our computations are carried out on three dimensional Cartesian grids, with the level set
function and its geometry fields (normals, curvatures etc.) defined at the nodes of the grid. Fourth
order finite difference schemes are used to compute derivatives in Eq. (4.11-4.55). For instance
[chopp1999motion],

1
02 = onap (T itk t 80tk —80i1jkt di-2k) (4.60)
1
bza = 12(Ax)2(_¢i+2,j,k+16¢i+1,j,k—30¢i7j,k+16¢i_17j7k—¢i_2,j7k) (4.61)
e 1 =iy ek 16051 i1kt Qi ek — 1601 41k (4.62)
v A8ATAY\ +ivoj2k—160ir1 i 1k~ Gi-2j-2k+160i 1 1% |

with similar constructions for the derivatives along the other directions.

4.3.1 Spatial Discretization

Eq. (4.59) can be written in a semi-discrete form as
0 o _ _
90 4 A(D;, Dfv; Dy, Dfvs D2k, DI =0 (163)

where DXy, D;tw, Dy are the one-sided derivatives of ¥ and H’(D;dj, Dii;...) is a numerical
approximation of H (v, V). Among all monotone schemes to construct H, Godunov schemes intro-
duce the least numerical diffusion and will be used for our solution. Godunov schemes, however,
can be difficult to implement numerically for a general Hamiltonian, with specific Hamiltonians
requiring their own specific treatment. For the reinitialization equation (Eq. (4.2)),

H($,V)=Sign(¢°)(|IVe|—1)

and
H(D; v, Dfw; Dy, D DI, D3) =Sign(¢){ | /o2 + 63 + 02 - 1} (4.64)
where
¢2 =max (max (D;(b,O)Q,min(DI(b,O)Q) (4.65)

when Sign(¢°) >0 and
$2 =max (min (D} ¢,0)2, max (D} ¢,0)?) (4.66)

when Sign(¢°) <0. gbi and ¢? are defined similarly. For the extrapolation equation (Eq. (4.3)),

H(Vc)=Sign(¢)N -Ve (4.67)
and
H(D; ¢, Dfe; D,c, D;'c; D;c,D}e)= Z {min (V},0)D;" ¢ 4+ max (V;,0)D; c}. (4.68)
1=x,y,2

where we define V =Sign(¢)N. Numerically, Sign(¢) can take a value among 1, —1 and 0. We set
Sign(¢) to be zero when abs(¢) < 107% x Az, where Az is the grid spacing.
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4.3.2 One-Sided WENO Derivatives on a Nonuniform Grid

Solving the reinitialization equation (Eq. (4.2)) or extension equation (Egs. (4.3)), requires for-
ward and backward one-sided derivatives. For nodes not immediately next to the boundary, the
standard WENO schemes from Jiang [jiang2000weighted, jiangl996efficient] can be applied to
calculate these derivatives. However, for nodes immediately next to the boundary, special treat-
ments are usually needed [russo2000remark, du2008second]. In [du2008second], the subcell fix
from [russo2000remark| was augmented using general ENO reconstructions to achieve 4th order
accuracy. Here, we utilize the conceptual method for converting from ENO to WENO derivatives
in order to further improve the scheme of [du2008second], such that our method can achieve an
optimal 6th order accuracy when solving HJ equations involving level set defined boundaries
conditions. The key point is to develop WENO schemes for non-uniform grids and then apply this
more general WENO scheme to calculate one-sided derivatives for boundary nodes.

boundary curve

Figure 4.1. When the boundary passes between nodes o and x2, an accurate estimate for the off-grid
location of the boundary x1 is used when calculating the one-sided WENO derivatives for zp and zs.

4.3.2.1 Computation of the Location of the Boundary

In three dimensional space, the boundary defined by the zero level set of ¢(z,y, z) is a two dimen-
sional surface. To compute the one-sided WENO derivatives near the boundary with sufficient
accuracy, we need to locate the points where the zero contour crosses between grid nodes. We
define a grid node at point (xg, yo, z0) to be a boundary node if ¢(xo, yo, z0) differs in sign from
any of its six nearest neighbors on the Cartesian grid.

For instance, if ¢(zo, Yo, z0) ¢(zo + Az, yo, 20) <0, both (2o, yo, z0) and (zo + Az, yo, 20) are
boundary nodes. To compute D;tgb at (xo, Yo, 20) and (zo+ Az, yo, 20), we begin by localizing the
crossing between the boundary and the line segment (zo+ £Ax, yo, 20), € € (0,1). This is illustrated
in Figure 4.1, where the boundary passes between xy and x5 at the location defined as x;. Note
that all the nodes shown are grid nodes except for x;. For this calculation, we are only concerned
with the crossing point along the z direction. Crossing points along the y and z directions are
handled in an identical manner.

When ¢(z0)d(x—_1) <0 or ¢(x2)¢p(zs) <0, there is a kink near z¢ or x2. We then use (x_1,
®-1), (xo, Po), (X2, ¢2), (x3, ¢3) to construct a quadratic ENO polynomial of ¢ and the root
271 of this polynomial approximates the boundary location [min2010reinitializing]. In particular
[min2010reinitializing],

I'O‘i’Ax(%‘i’ ¢o*¢2fsig¢r(l)(¢0*¢2)\/ﬁ) 1f|¢2:x| ~10-10
T = 40 o (4.69)
o+ Aazw else

where ¢, = minmod(¢_1 — 2¢o + ¢2, o — 2d2 + ¢3), D = (¢9,/2 — do — $2)*> — 4¢o¢ and the
minmod function is defined as
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0 ifaf<0
minmod(a, f) =4 «a ifaf>0and|a|<|A] . (4.70)
B ifaf>0and|a|>|f]

When a kink is not present near zg and xs, we construct a 5th order Lagrange polynomial
that interpolates through (x;, ¢;),7 € {—2,—1,0,2, 3,4} and use Brent’s method to find the root
21 that lies between xzp and z. Then (x1, ¢ =0) is included in the stencil to construct ngb at
xo and z. For later use, we define Azt =x1 — x¢, which is the distance between node (o, yo, 20)
and the boundary along the positive x direction. If the boundary is to the left of x( in Figure 4.1,
this distance is then denoted as Az, which will be the distance between node (g, yo, z0) and the
boundary along the negative = direction. In a similar way, we can define Ay* and Az* for the
boundary nodes.

For an advected field ¢ other than the level set function ¢, a Lagrange polynomial l5(x)
interpolating through (z;, v;),i€ {—2,—1,0,2,3,4} is constructed and (x1,l5(x1)) will be included
in the stencil to construct D4 at zg and 5.

In our analysis, we assumed that the zero level set is sufficiently far off from the boundary of the
grid mesh so that we can always find enough grid points near the boundary to do the interpolation
mentioned above. The accuracy of the boundary location procedure depends on the smoothness of
the boundary and the advected field. Near a kink, the boundary location can only be determined
with first order accuracy and the algorithm is then only first order accurate [min2010reinitializing].

The computation of boundary locations and the interpolation of other advected fields is carried
out in a dimension by dimension manner. This process applies in the same way, regardless of the
dimensionality of the problem.

4.3.2.2 Computation of WENQO Derivatives

To compute the one-sided derivatives at node x(, we begin by defining a seven-point stencil about
this node (Figure 4.2). Note that when xo is a boundary node as is shown in Figure 4.1, the
node (z1, ¢1) on the boundary should be included in the stencil, in which case the stencil will be
nonuniform. In all other cases, the stencil is uniform. We maintain full generality by allowing all
of the nodes to be non-uniformly spaced.

Yoz P_a Vo1 Yo Y1 P2 Y3
So P ® ° ° ® ® ®
Tr_3 Tr_9 xr_1 o X1 o T3
ST . ° ° *—
Sy —e . . o S3
S3 —e ° ° ° S5
—e ° ° ° Ch

Figure 4.2. A general, nonuniform, seven-point stencil, Sp, is used to find backward and forward deriv-
atives at xp. In the WENO scheme, the full stencil is broken into substencils (S;t), and the derivative is
approximated on each of these substencils. A weighted average of these approximations is then used to
define the forward and backward WENO derivatives.
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To compute D 9(xg), a left biased stencil S~ = {(=z;, ¥;)|t € {—3,—-2,—1,0,1,2}} should be
used. The first step is to break S~ into three candidate ENO (essentially non-oscillatory) stencils
S; ,i=1,2,3 and approximate t(z) on those stencils with polynomial interpolations p; (z),i=1,
2, 3. For instance, p, (z) will be a third order polynomial interpolating through all points in

Sy ={(zi, ¥i)|i€{-2,-1,0,1}} and uy = dpjf”) |¢=2, Will be a candidate for D (o) in the ENO

scheme. It is straightforward to compute all u; ,7=1,2,3 and the results are [smit2005grid]
Jr( o1 ><x0x2>(ﬁ5ﬁ3) +<1+x0.’£1 + xoxl)(ﬁlﬁa)
r_1—T_3 To—X_3 2 2 Top— T2 Tp— T _3 2 2
_ (:rox_1)<:£0:r_2>(_ _ ) (.’EQIL’_1>< Tr1— X0 )(_ _ )
_1+ Ur—uU_1 ) — U_3—U_1
2 Tr1—T_2 T1—T_q 2 2 T1—T_2 To— T2 2 2
uy = u1+< L1770 )( 12— 70 )(U_l—ul) —( L1770 ><$0_$_1>(u3—u1) (4.71)
2 Xo—T_1 1 —T -1 2 2 XTog—T_1 T2 — X0 2 2

where @, 1,7 € {-3,-2,—1,0,1,1} are first Newton divided differences defined as
2

Ul = u

| w

<
[\v]

I

N

_ 'L/)r+1 — 'L/)r
1= 4.72
u”i Tr41— Tp ( 7 )

The expressions for u;' can be obtained by the following reflection transformation:

:ET*):E,T,’E,T_’_%*)’E_(T_’_%). (4.73)

In what follows, we will only list formula with superscript — since those with superscript + can
be obtained from reflection using Eq. (4.73).

In the ENO schemes introduced by Harten and Osher [harten1987uniformly], D ¢ (zo) is
approximated by the u; from Eq. (4.71), which corresponds to the substencil S;” where ¥(x)
varies most smoothly. Consequently, ENO schemes approximate D_ 1 (x() with only third order
accuracy on a six point stencil S—, since information from the other substencils are not used.
WENO schemes use the same substencil approximations to the first derivatives, ui, uy,us, but
employ a convex combination 2?21 w; u; of the substencil derivatives to approximate D 1 (xg),
thereby increasing the accuracy up to potentially 5th order [liul994weighted].

When 9(z) is smooth over all stencils, the weights w; should approximately cancel truncation
errors in u; to achieve optimal accuracy. Let us denote by C;  weights that will give the optimal
fifth order accuracy for D (o). In other words, if a fifth order polynomial p~(x) is constructed
to interpolate through all points in S~, the optimal weights C; should satisfy

dp~ _ _ _
pd—x(x)b::zo:CH uy +Cyuy +Csug, (4.74)
which gives uniquely [smit2005grid|

o _ ( z1— 9 )( z2— 0 )
T2 —T_3 r1—T_3
;= <xo—x3>< T2—To | T2 %0 )
T2 —T_3 T2 —T_2 1 —T_3
C; = <x0x3><x0x2). (4.75)
Tog—T_3 T2 — T _2
When 9(z) is not smooth over the full stencil, non-smooth substencils should be given smaller

weights. The smoothness indicator IS; for stencil S;” is a weighted measure of the integrated square
of the 2nd and 3rd derivatives over the substencil, which is given by [jiang1996efficient],

2
_ o o d s () \?
IS; :Z/ (wo—2_1)% 1<dl+:£)> dz, (4.76)
I=1 /%=1
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leading to [smit2005grid]

IS; = 40(%0 — 1'71)4(’&)_

| w

)2+4<M)2< {({(aco — )0 a— (2Wo— T 2— 2 _3)5 1} X )

To— T3 T —2_2)0_g— (xo+T_1—T_2—2_3)0_1}

)2+ 4<M)2< {(zo —21)v-1— (z0 — 2—2)0} )

T1—T—_29 x{(x,lfxl)z_),l—(:E,l—:r,g)ﬁo}

L a0(ze— 2 A2 1 af Fom B Y A2ro = — w2t — (21— 21)0n} X
ISg = 40( 0 —1) ( 5) +4<1‘2_l‘—1) < {($0+$_1—xl—xQ)go_(xO_l,l)ﬂl} )a (4.77)

-

IS, = 40(1‘0 — $71)4(’LT)7

2

where v; and w; are second and third Newton divided differences defined by

_ 1 _ _ _ 1 _ _
viz—(u. iful_i) W, 1 =——— (Vi1 — T;). (4.78)
Tip1— T\ Tz TE) e T o —

Weights that approximate the optimal weights C;” in smooth regions while suppressing oscillations
in non-smooth regions are then defined by [liul994weighted|]

o C._
W :—J, o :+’ €= 1076. (479)
! Zz:ﬂ)‘lz ’ (GJFISj )2

The WENO derivatives D 1(z¢) are then defined as

3
Dygp(wo) = Y wjuj . (4.80)

U, = =U_s——u_s+—u_1,C; =0.1 (4.81)
6 2 6 2
uy = —ta s+ 2a it tancy =06 (4.82)
2T T3 6 s 3y T '
_ 1_ 5_ 1_ _
uz = §u7%+gué—gug,c3 =0.3 (4.83)
and
2 2
IS7 — E(*_E—Zﬂ_g—i—ﬂ_l) +l(ﬂ_g—4ﬂ_g+3ﬂ_l> (4.84)
12 2 2 2 4 2 2 2
_ 13/ _ _ ~\2 1/_ _\2
IS, = ﬁ( _%—Q’u_%+ué> +Z u_%fu%> (4.85)
2 2
1S; — E(ﬂfg—?ﬂg-f—ﬂg) +1(3a71—4@+a3) : (4.86)
12 2 2 2 4 2 2 2

which are the canonical formulae for the WENO scheme [jiang2000weighted]. We refer the reader
to [jlang1996efficient] for a more thorough discussion of WENO schemes and to [smit2005grid] for
WENO schemes on non-uniform grids.

4.3.3 Time Discretization

A popular time discretization for Eq. (4.63) is the third order TVD Runge-Kutta scheme
[shul988efficient] with the following Euler steps:

~’I’L — n __ TA - n n. - n n. - n n

" = " — ATH (D", D3y™; Dy, Dyp™; D 4p", DI y")

Y2 = = ATH (D DS Dyt Dt Do, D)
Tt _ é n l n+2

G = T A (D" DGR Dy DR DG, DR

. 1 g
Pt = Sn+ Pt

w| o
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One benefit of this Runge-Kutta scheme is that relatively large CFL numbers can be used with the
WENO scheme. We use 0.3 as our CFL number. In our numerical experiments, A7 varies locally
and at grid (x,y, z) is defined by [min2010reinitializing]

A7 =0.3 -min (Az*, Az~ AyT, Ay~, Azt Az7), (4.87)

where Az*, Ay®, Az* are taken to be Az, Ay, Az for non-boundary nodes.
In the next chapter, numerical experiments will be presented to verify order of accuracy for our






method.

Chapter 5

Numerical Results: Sixth-Order Accurate
Schemes for Reinitialization, Extrapolation

and Computation of Geodesics

In this chapter, we present numerical experiments showing that our scheme for HJ equations with
a level set defined boundary condition is indeed sixth-order accurate.

5.1 Computation of Interfacial Curvature and Bending Forces
in 3D

A primary goal for developing a high order accurate implementation of the reinitialization equation
is to preserve the quality of geometric information stored in the distance map at a sufficient level
that the forces derived from the shape remain accurate. In problems involving elastic surfaces,
bending forces depend on the curvatures (mean and Gaussian) and the surface Laplacian of the
mean curvature. The simplest form for this force density (up to a multiplication constant) is
f=4Knm+ Ki — 2KyuK [zhong1989bending]. In this section, we test our method’s ability to
preserve the accuracy of these quantities when an initial level set function (that is not necessarily
an exact signed distance map) is reinitialized.

As a first test, we consider a spherical surface defined by an initial level set function ¢(x,y,z) =
22+ 9%+ 22— (0.6)? in the [—1,1]® domain. This initial exact distance map is used as the seed for the
reinitialization method described in Sec. 4.3.  As shown in Table 5.1 the reinitialized ¢ maintains
sixth-order accuracy. Using the reinitialized ¢, we then compute the interfacial mean curvature
K); and Gaussian curvature K using fourth order accurate approximations to the first and second
derivatives, as described in Sec. 5.3.1 of [choppl1999motion]. We compute the L; and Lo errors
in these quantities at the interface by integrating the error over the surface using the numerical
integration described in Sec. 4.2. The L error is also determined for nodes at the boundary.
Tables 5.2 and 5.3 demonstrate fourth-order accuracy for the curvatures. Finally, using the same
approximations for the derivatives, we compute the surface Laplacian of the mean curvature, which
is found to be second-order accurate (Table 5.4). As a comparison, Table 5.5 shows accuracy results
for A Ky using the fourth order accurate scheme from [du2008second|. Comparing these results
from Table 5.5 with Table 9 and Table 12 in [du2008second| shows that much higher accuracy can
be achieved on a much smaller grid with our sixth-order accurate scheme.

| — onll1 order | — onll2 order | — onlloo order

163 7.122x 1076 — 5.283x 1076 — 8.013x 1076 —
323 9.772x 1078 6.19 6.512x 10~ 6.34 8.995x 10~%  6.48
642 2761 x 107 5.15 1.684 x 1079 5.27 2.252%x 1072 5.32

128% 4.384 x 1071 5.98 2.659 x 10711 5.98 3.566 x 10711 5.98

Table 5.1. Accuracy results for the reinitialized level set function ¢ for example in Sect.5.1 after 1000
iterations.

63
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HKM_(KM)hHl order HKM_(KM)}LHQ order HKM_(KM)h”oc order

16%  7.100 x 103 —  3.754x1073 —  3.139x10°3 —
323 5.066 x 10~* 3.81 3.183x10~* 3.56 3.782x 104 3.05
643 2.432x107° 4.38 1.509 x 107° 440 2.583 x 1075 3.87
1283 1.510 x 10~6 4.01 9.700 x 107 3.96 1.633x 1076 3.98

Table 5.2. Accuracy results for the computation of interface mean curvature Kjy.

1K — K1 order | — Kpl|2 order 1K — Kl o order
163 2.176x1072 — 1.285 x 1072 — 1.103x 1072  —
323 1.141x1072% 4.25 8.449 x 10~*  3.93 1.142 x 1073 3.27
64% 5.559 x 107° 4.36 3.722x107%  4.50 7.691x107%  3.89
1283 3.433x 1076 4.02 2.451 x 1076  3.92 4.902 x 10~ 3.97

Table 5.3. Accuracy results for the computation of interface Gaussian curvature K.

Li-Error order Lo-Error order L..-Error order
163 9.575x107 —  5311x107"' —  6.307x 107! —
323 1.675x 107! 2,52 8.952x 1072 2.57 8.912x1072 2.82
643 4.513x 1072 1.89 2.898x 1072 1.63 5.020x 10~2 0.82
1283 9.914x 1073 2.19 6.825x 1073 2.09 1.341 x 10~2 1.90

Table 5.4. Accuracy results for the computation of the surface Laplacian of the mean curvature A K.
K field is extended before used to compute A Kps. The error is computed as || A Ky — (A Ku)nll-

Lq-Error order Lo-Error order Lo-Error order
16% 3.197x10° —  1.949x10° —  1.916 x 10° —
323 3.382x10° —0.08 1.965 x 10° —0.01 1.853 x 10° 0.05
643  5.763 x 10° —0.77 5.895 x 10° —1.58 1.773 x 10 —3.26
1283 5.609 x 10° 0.04 5.574x10° 0.08 2.997 x 10' —0.76

Table 5.5. Accuracy results for the computation of surface Laplacian of the mean curvature using fourth-
order accurate scheme from [du2008second]. The error is computed as || A} Ky — (A} EKn)nll-

As another more complicated example, we consider the cell shape

red blood
[guckenberger2016bending] given by the zero level set of

2 2 2 2

where Cyp=0.2072,C; =2.0026, Cy=—1.1228 and R is the length of the large half-axis of the RBC
and is taken to be 1 here. Note that this function is not an exact signed distance function. The zero
level set for this ¢ is shown in Figure 5.1. After initializing ¢ according to Eq. (5.1), we reinitialize
it to be a signed distance function and calculate the mean curvature Kj;, Gaussian curvature K
and A Ky on the surface. On this more realistic shape, our scheme still produces fourth order
accuracy for the computation of interfacial mean and Gaussian curvatures (Tables 5.6 and 5.7) and
can compute A Ky with second order accuracy in both the Ly norm and maximum norm (Table
5.8 and Table 5.9), whereas the scheme from [du2008second] does not provide convergence for the
computation of A;Kyy. It is also important to note that schemes that triangulate the surface are
not convergent for the computation of Aj Ky in the maximum norm [guckenberger2016bending].
As previously mentioned, the surface Laplacian of the interface mean curvature is important in the
force density of an elastic surface. Many of the existing methods will produce large errors when

(5.1)

x2+y2 ($2+y2)2
)<C0+C1 R2 + C. A
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computing this force. Therefore, high order schemes, such as the one proposed here, are necessary
for these problems. We note that a fourth order scheme for the computation of curvature in the
level set framework in two dimension has been proposed in [coquerelle2016fourth]. This approach
is based on the osculatory circle approximation, which is difficult to implement in three dimensions
and fails whenever the curvature is zero. Our approach, however, is straightforward to implement
in two or three dimensions, and simple formulae for mean and Gaussian curvatures can be used
[goldman2005curvature]. Thus our sixth order scheme provides a significant improvement that can
enable accurate simulations of three-dimensional soft objects, such as vesicles and biological cells
[guckenberger2016bending].

Figure 5.1. The red blood cell shape defined by the level set function Eq. (5.1).
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Lq-Error order Lo-Error order L.-Error order
163 1.678x10° — 7.923x107' — 8740x 107! —
323 2.856x 107! 255 1.490x10~! 241 2.511x 10~ 1.80
643 1.998 x 1072 3.84 1.691x1072 3.14 4.728x 1072 241
1283 1.176 x 1073 4.09 8.532x 10~% 4.31 3.506 x 10~ 3.75

Table 5.6. Accuracy results for the computation of interface mean curvature for the red blood cell shape
using our sixth order accurate scheme, where the error is defined as || Ky — (Kar)p |-

1K — K1 order | — Kpl|2 order 1K — Kl o order
163  2.657 x 10° S 1.266 x 10° — 1.296 x 10° S
323 7.583x107! 1.81 5.456 x 10~ 1.21 9.430 x 107! 0.46
643 7.225x1072 3.39 8.023x 1072 2.77 2.296 x 10! 2.04
1283 3.924 x 1073  4.20 3.519x 1072  4.51 1.777 x 1072 3.69

Table 5.7. Accuracy results for the computation of interface Gaussian curvature for the red blood cell
shape using our sixth order accurate scheme.

Lq-Error order Lo-Error order Lo-Error order
163 2.549x 10> —  1.094 x 10> —  9.351 x 10> —
323 1.680x 102 0.60 7.791 x 10' 0.49 8.049 x 10! 0.22
643 2.884 x 10! 2.54 2133 x10' 1.87 6.434 x 10! 0.32
1283 4.610 x 10° 2.65 3.449 x 10° 2.63 1.297 x 10 2.31

Table 5.8. Accuracy results for the computation of surface Laplacian of the interface mean curvature for the
red blood cell shape using our sixth order accurate scheme. The error is computed as || A Kar — (A Kn)nll-

L1-Error order Lo-Error order Lo-Error order
16% 2.672x 102 —  1.156 x 10° —  9.802 x 10! —
323 2203 x10% 0.28 1.096 x 102 0.08 1.270 x 10> —0.37
643 1.333x 102 0.72 7.319x 10! 0.58 1.131 x 102 0.17
1283 1.338 x 102 —0.01 7.785 x 10" —0.09 1.296 x 10> —0.20

Table 5.9. Accuracy results for the computation of surface Laplacian of the interface mean curvature for
the red blood cell shape using fourth order accurate scheme from [du2008second]. The error is computed
as ||AKp — (A Em)nll-

As a final test, we consider a surface with a kink. We initialize our level set function ¢(x, y, z)
to be two merging spheres:

d(x,y,2) =min (22 + y> + (2 — 20)2 = r?), (2% + > + (2 + 20)2 — %)), 20=0.3,7 = 0.6.

Then we reinitialize ¢(x,y, z) to be a signed distance map on different grids and plot 1og1o| Pexact —
@Dnumericall 0N the surface, where @exact is the exact signed distance map and Gpumerical is the
reinitialized ¢. As is shown in figure 5.2, near the kink, accuracy is greatly affected, but the
rate of convergence is not affected away from the kink. Moreover, as finer grids are used, the
affected region shrinks, as the inaccuracy arises due to not having a sufficient number of nodes to
properly resolve the distance map with our interpolation scheme. As the grid spacing decreases, it
is possible to resolve a larger fraction of the shape away from the kink. Figure 5.3 demonstrates the
deterioration of accuracy for two approaching spheres. In the left graph of Figure 5.3, the maximum
error ||¢ — énl|oo is plotted as a function of the distance d =2(zp — r) between the two spheres on
different grids. A visible jump in error can be seen as the two spheres approach each other. The
right graph of Figure 5.3 shows that the order of accuracy for ||¢ — ¢p||co decreases to first order,
which is expected in the presence of kinks [min2010reinitializing]. Adaptive mesh refinement or
finite element methods [lipnikov2019high] might help in the presence of kinks, but this is beyond
the scope of this thesis.
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5.2 Extrapolation of Surface Scalar Fields in 3D

67

Extrapolation of fields living on a surface to the embedding space, i.e. solving Eq. (4.3), is
of great importance in many applications. In the level set method, it is common practice to
extend velocity fields defined only on the surface away from the interface in the normal direc-
tion. When solving PDEs on implicit surfaces represented by level set functions [xu2003eulerian,
adalsteinsson2003transport]|, dynamical fields have to be extrapolated to embed those PDEs in
space. When those embedded PDEs are of high orders, it becomes crucial to accurately extrap-
olate those surface fields [greer2006fourth]. However, this extrapolation is seldom done in an
accurate way because boundary conditions on the implicit interface are seldom treated appro-
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priately. Often the sign function is smoothed out in some fashion [xu2003eulerian, greer2006fourth],
but this regularization is not enough to prevent information from flowing across the interface,
affecting the accuracy of the scheme globally. Note that in [greer2006fourth], the author shows

that by using Sign(¢) = ¢/ /¢*+ h'/? and the WENO scheme relatively small errors are obtained
on a 400% grid. However, they did not show the convergence of their extrapolation scheme.

Here we test our ability to accurately extend fields away from a given surface. We consider a
surface represented by the signed distance function ¢(z,y,2) = 2?+y*+22—-0.5 on a [-1,1]?
domain. Let a surface field i) be the z coordinate of the position vector. We initialize ¢ to be z at
all points in space, and then solve the extension velocity equation (Eq. (4.63) with the Hamiltonian
defined in Eq. (4.68)). Figure 5.4 shows isosurfaces of ¢ before and after extrapolation. The extrap-
olated surface field is determined to sixth-order accuracy (Table 5.10). Likewise, the Laplacian
of 1 is fourth-order accurate (Table 5.11) and the Bilaplacian of the v is accurate to second-order
(Table 5.12). If, instead, the ENO scheme from [du2008second] is used, the computation of A%
does not converge (Table 5.13), which clearly shows the necessity of using a high order scheme
to extrapolate any surface field whose dynamics depends on differential operators such as the
Laplacian and the bilaplacian. Indeed, the scheme presented here will be useful for a wide range
of applications involving PDEs on curved surfaces.

|1 — Ynllx order |1 — nl|2 order |7 — Yl oo order

163 1.794x 10~* — 1.138 x 104 — 1324 x 107% —
323 4.843x10°¢ 521 4.014 x 1076  4.82 6.734x 1076  4.30
642 3.517x10~% 7.11 3.341 x 1078 6.91 2.074x10~7  5.02

1283 5.611 x 10710 5.97 5.345x 10719 5.97 2.932x 1077  6.14

Table 5.10. Accuracy results for the extended surface field.

A% — (AY)pll1 order [[Ay— (A¢)pll2 order [[Ay)—(A¢)p|lec order
16% 2.482 x 102 —  1.605x107! —  1.539x107! —
323 1.423x 1073 412 1.152x 1072 3.80 2.231x 102 2.73
643 8.935 x 10~* 3.99 7.101 x 10~* 4.02 1.917x 103 3.60
1283 5.617 x 1075 3.99 4.644 x 1075 3.93 1.245x10°* 3.94

Table 5.11. Accuracy results for the Laplacian of the extended surface field.

A% — (A%)n[ls_order [[A%) — (A%))nlly order [|A%) — (A%)y[|oc order

16%  3.511 x 10! —  2.369x 10! — 2675 x10! S
323 1.320 x 10! 1.41 1.035 x 10! 1.19 2.236 x 10! 0.26
643 1.810 x 109 2.87 1.612x10° 2.68 4.035x 10° 2.47
1283 2.985 x 101 2.60 3.226x 107! 2.32 1.288 x 109 1.65

Table 5.12. Accuracy results for the BiLaplacian of the extended surface field.

A% — (A%)nlls order [|A%) — (A%))n[lz order [[A%) — (A%))p]lo order

163 3.627 x 10! —  2.390 x 10* — 2.765 x 10! S
323 1.694 x 10* 1.10  1.671 x 10! 0.52 4.017 x 10* —0.54
643 1.744 x 10* —0.04 1.634 x 10! 0.03  4.005 x 10! 0.00
1283 1.449 x 10* 0.27 1.675x 10! —0.04 6.863 x 10! —0.78

Table 5.13. Accuracy results for the BiLaplacian of the extended surface field if ENO scheme from
[du2008second] is used to treat boundary terms.
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after

Figure 5.4. The (0,£0.2,+0.4) isosurfaces of v before and after extrapolation.

5.3 Computation of Geodesic Distances on an Implicit Sur-
face

Computation of geodesics is of interest in many applications [crane2013geodesics, cheng2002motion].
A geodesic, though, is just a distance map defined on a surface. Solving for geodesics can there-
fore be regarded as a generalization of the reinitialization process to a non-Euclidean space. For
example, consider a curve represented by the intersection of two level set functions ¢ and 1,
where the zero level set of ¢ represents the surface confining motion of the curve [cheng2002motion].
To compute the signed distance function on the surface for this curve, we need to iterate to
equilibrium the following PDE on the surface [cheng2002motion)]

94 Sign(9)(19y ]~ 1) =0 (5.2)
where V) is the differential operator defined on the surface. Eq. (5.2) is still a Hamilton-Jacobi
equation. Due to the surface differential operator it is no longer feasible to use Godunov’s scheme to
construct the numerical Hamiltonian. In [cheng2002motion|, Local Lax-Friedrichs (LLF) schemes
were used instead, and the author claims to find first-order accuracy in one dimension due to
motion of the curve position during the iteration process. There are two sources of numerical
error. First, the LLF scheme is more dissipative than Godunov’s scheme and will perturb the curve
position. Second, the treatment of the boundary condition is not appropriately implemented, and
information flows across curve. There is no easy way to remedy these problems, as far as we know.

Another way to solve Eq. (5.2) is to replace the surface differential operator V| by the 3D
Cartesian differential operator V, using a closest point representation of 1 [macdonald2008level].
The closest point representation can be obtained by constraining the level sets of the distance
map that defines the curve, v, to be perpendicular to the zero level set of ¢. That is, we want to
solve the 3D reinitialization equation for 1, subject to the condition that V¢ -V =0, which is the
same condition as for extending a field away from the surface. Therefore, we can simultaneously
solve the extension equation (Eq. (4.3)) and the reinitialization equation (Eq. (4.2)) in order to
determine the geodesic distance map 1. We do this by iterating the extension equation (Eq. (4.3))
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before each stage of the Runge-Kutta scheme in the reinitialization time stepping. In this way, we
can use the standard reinitialization equation (Eq. (4.2)) in place of the more complicated non-
Euclidean reinitialization equation (Eq. (5.2)).

Consider a surface represented by the signed distance function ¢(x,y,2) = /2% + y?>+ 22 — 0.6
on a [—1,1]3 domain. Let a closed curve I' on this surface be the intersection of the zero level set of
¢ and the zero of the function 9 (z,y,2) =€?* — 1. We then reinitialize ¢ using the procedure just
described. Figure 5.5 shows the level curves of v before and after this redistancing. As shown in
Table 5.14, our method provides sixth order accuracy for the computation of the geodesic distance
between I' and other points on the surface. In addition, we are able to calculate the geodesic
curvature kg, of the level curves of ¢ with fourth order accuracy (Table 5.15). Note that the order
of accuracy for 1 seems to degenerate to fifth order as grids are refined (Table 5.14). This decrease
in accuracy might result from accumulation of numerical errors from the extrapolation of ¥ during
each reinitialization step. This will be a subject of future research.

[ —9nlli  order [[¢ — 4l order |[1) —4plloc  order
162 3.166 x 1073 —  2.221 x 1073 —  3.320x 1073 —
323 4.246x107° 6.02 3.327x107°% 6.06 5.229x 1075 5.99
643 1.310x 1076 5.02 9.151x 107 5.18 1.448x10°6 5.17
1283 4.312x 1078 4.93 2.928 x 108 4.97 6.897x 10~ 4.39

Table 5.14. Accuracy results for the signed distance function on a curved surface.

||kg - (kg)h”l order Hkg - (kg)hHQ order Hkg - (kg)hHoo order
162 2.772x107! — 1.851x 107! —  2.147x107! —
323 2.723x1072 3.35 1.987x1072 3.22 2.655x1072 3.02
643 8.437x10~* 5.01 9.341x10~* 4.41 3.100x10-3 3.10
1283 3.035x 1075 4.80 4.190 x 10~® 4.48 3.867x10~% 3.00

Table 5.15. Accuracy results for the geodesic curvature for the level sets of .

Figure 5.5. Level curves of 1 before and after redistancing. The red curve is the zero level curve of .

The spacing between neighboring black curves is %.

As a more stringent test, consider another example where the surface is still given by the signed
distance function ¢(x,y,z)=+/2%+ y?>+ 2% — 0.6 on a [—1,1]? domain, but the curve I' is the inter-
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section of the zero level set of ¢ and the zero level set of ¥(z,y,2) = exp[ 1.2<asin<;) +
1)] Figure 5.6 shows the level curves of v before and after redistancing. Tables 5.16 and 5.17

12

show the results of our convergence tests for the geodesics and the geodesic curvature, respectively.
It seems that the order of convergence degrades as the grid is refined. The convergence rate,
however, is still better than that in [cheng2002motion]. This loss of convergence rate is beyond
the scope of current work and requires further investigation of our implementation of the closest
point method [macdonald2008level]. Still ,this scheme can be useful in applications dealing with
the motion of curves embedded in a surface driven by geodesic curvatures [cheng2002motion].

¢ —4nlli  order || —pulla order [|¢) —¢pll order
163 9.154x107% — 7693 x107* —  2.620x 1073 —
323 8.714x107° 3.39 7.777x107% 3.31 1.400x 10~* 4.23
643 8.170x 1076 3.41 7.002x10°°¢ 3.47 1.415x10°5 3.31
1283 2.549x 1076 1.68 2.226x107% 1.65 4.114x 1076 1.78

Table 5.16. Accuracy results for the signed distance function on a curved surface.

”kg - (kg)h”l order Hkg - (kg)hH2 order Hkg - (kg)hHoo order
16% 1.337x107' —  1.233x107! — 1885 x10~' —
323 2500x 1072 242 2.089x 1072 2.56 3.548x1072 241
643 1.217x1072 1.04 1.195x1072 0.81 2.617x10"2 0.44
1283 8.174x 1073 0.57 7.740x 1072 0.64 2.245x1072 0.22

Table 5.17. Accuracy results for the geodesic curvature for the level sets of .

Figure 5.6. Level curves of 1 before and after redistancing. The red curve is the zero level curve of .

The spacing between neighboring black curves is %.

As a final test, we compute geodesic distances on the Stanford bunny [stanfordbunny| (Figure
5.7). The level set representation of the bunny is obtained by the radial function method
[fasshauer2007meshfree] on a 96 grid and is then smoothed by diffusion. The function (z, ¥,
z) = exp(2? + y? + (2 — 0.05)?) — exp(0.0009) is used to initialize curve position on the bunny.
This example shows that we can compute geodesic distances on highly curved surfaces.
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before after

o -0.05 0 0.05 0.1 o1 -0.05 0 0.05 0.1

Figure 5.7. Geodesic distances computed on the Stanford bunny.The left panel shows the equipotential
intersections of 1 before redistancing, and the right panel shows the geodesics computed by our redistancing
procedure. The red curve is the intersection of the zero level set of 1 with the bunny whose position is

preserved during the redistancing procedure. The spacing between neighborhood black curves is ﬁ.

5.4 Conclusion

In many applications of science and engineering, it is important to accurately compute surface
curvature and its derivatives in three dimensional space. In problems involving elastic surfaces,
second derivatives of surface curvatures such as AK)y; are needed. Many widely used schemes
are unable to compute this geometric quantity accurately. For instance, all schemes reviewed in
[guckenberger2016bending| are based on surface triangulation and fail to compute A Ky, conver-
gently. Other level set based schemes such as those proposed in [coquerelle2016fourth] are difficult
to generalize to three dimensional cases. We approached this problem in the level set framework
by maintaining accuracy of the level set function in the reinitialization process.

In particular, we have presented a sixth-order accurate numerical scheme for Hamilton-Jacobi
equations with a level set-defined boundary condition. This work builds on the work of Chéné and
Min [du2008second]. We showed that our method can solve the reinitialization equation of Sussman
[sussman1994level] and the extrapolation equation (4.3) to sixth order accuracy in the Lj, Lo,
and L, norms for smooth surfaces. Our numerical experiments also show that this method leads
to an interface curvature that is accurate to fourth order, which results in second order accuracy
of bending forces calculated for elastic surfaces. These schemes thus make possible an accurate
simulation of dynamical elastic surfaces in the level set framework and of other applications in
physics and engineering that require accurate computation of interface curvature. Also, a sixth
order accurate extrapolation scheme for surface fields is proposed, which allows a very accurate
closest point representation [macdonald2008level] of surface fields defined near the interface, which
can be a crucial component for embedding high order PDEs on a non-Euclidean surface in space
[greer2006fourth] and in solving the level set equation [zhao1996variational]. Finally, we presented
a convergent method for computing geodesics on an implicit surface. The combination of techniques
presented here can greatly improve the accuracy of simulations involving elastic surfaces and
also makes possible the simulation of the dynamics of biomembranes coupled to concentrations
of interacting, surface-bound proteins, as occurs in processes such as endo- and exocytosis, cell
division, and cell motility.



Chapter 6
Numerical Experiments: Shape of Vesicles

In this chapter, we apply results from the theoretical calculations in Chapter 3 and the level set
discretization in Chapter 4 to the numerical simulation of the dynamics of vesicles with different
models.

6.1 Shape of Single Phase Vesicles

We first investigate shapes and dynamics of single phase vesicles as a test of the convergence and
accuracy of our algorithm. Here we adopt the area-difference elasticity model [miao1994budding]
for single phase vesicles where the effect of a relative areal stretching of the two monolayers are
taken into account. The Hamiltonian for a closed fluid-bilayer vesicle can be written as

H/%(KMC)QdA+a</dAAP)P(/%VdAV;)+aAA<h/KMdAAAP) (6.1)

where the first integral accounts for the Helfrich bending energy, the second term and the third term
constrains total area and total volume of the vesicle, the last term constrains the area difference
between the two layers, C' is the constant spontaneous curvature, x is a constant bending moduli,
A, is the prescribed area, V}, is the prescribed volume, AA,, is the prescribed area difference, h
is the thickness of the bilayer and o, P, oa 4 are Lagrange multipliers. Under a variation of the
position of the vesicle R— R+ dR, the variation of the Hamiltonian Eq. (6.1) is

5H:/dA{K<A”KM+%KJL\)’4—QKMK—I—QCK—%CQKA{) —O'KM—P—QO‘AAhK}N-éR, (62)

which can be easily obtained from results in Chapter 3. The elastic bending force density from Eq.
(6.1) is thus

f= —{K(A”KM - %KJ& —2KyK +2CK — %CQKM) — oKy —P— ZUAAhK}N. (6.3)

The velocity v of the vesicle is obtained from the fact that, the elastic bending force f will be
balanced by the viscous force (v in an environment of low Reynolds number, i.e.

J=Cv, (6.4)

where ( will be taken to be one for simplicity. When the vesicle deforms with a velocity field v,
the time rate change of the the total volume V :%IR'NdA, total area A= [dA and the area
difference AA=h [ KydA are

av

T = /v-NdA (6.5)

% = /(—KM)(v-N)dA (6.6)
d<dAtA) — h / (—2K)(v- N)dA (6.7)

Eqgs. (6.5-6.7) is a system of linear equations for o, P,oa 4. By specifying the time rate of change
for V, A, AA, the Lagrange multipliers can be easily solved to either preserve volume, area and
area difference or to evolve those parameters in some prescribed manner [du2006simulating]. This
will facilitate our study of the effects of volume and area difference on the shape and dynamics of
vesicles. The dimensionless version of volume and area difference is defined by

|4 AA A

v Re=gomo =\

- 9 68
%’/TRS (6.8)
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where v is known as the reduced volume, Aa is known as the reduced area difference, 8wh R is the
area difference of a spherical bilayer of radius Rs and thickness h.
The dynamics of the vesicle is then captured by the level set equation

%—l—v-qu:O. (6.9)
Since v involves fourth order derivatives of ¢, Eq. (6.9) is very stiff, which allows a very small
time step when explicit methods are used. Here we adopt the semi-implicit level set method from
[smereka2003semi] to advance Eq. (6.9). With this semi-implicit approach, Eq. (6.9) is discretized
in time as:

ot —gn 2 1\ 2 1 )
o —a{(8%)" — (8%9)" 1}~ (v- V)" (6.10)
which can be rewritten as
¢>"+1:¢”—At(1+aAtA2)*1(v~V¢)”, (6.11)

where « is a positive constant (taken to be 0.5 in our simulation) and the inversion (1 + aAtA?)~!
can be efficiently computed with FFT (Fast Fourier Transform) method. A more accurate inversion
can be obtained with the GMRES (generalized minimal residual) method preconditioned by the
FFT solver. The GMRES solver gives slightly better stability and accuracy, but the FFT method
is much more computationally efficient. We will use the FFT solver in our simulation.

The algorithm to evolve shapes of the single phase vesicle is then as follows:

1. Initialize the level set function ¢ on a three dimensional cartesian grid. Usually ¢ is initial-
ized to be an oblate or a prolate with a prescribed reduced volume and then reinitialized
to be a signed distance map. The ellipsoid is usually taken to be cylindrically symmetric,
the reduced volume of which is then a function of the ratio between the lengths of the two
distinct semi-axis.

2. Repeat until maximum time or the maximum number of iterations is reached:

i. Calculate Kpr, K in all grid points and extend values of Kj;, K away from the
interface.

ii. Calculate A Ky in all grid points and extend its value away from the interface. Note
that when Kj; is constant along the surface IN, AHKM = AK); and the cartesian
spatial diffusion operator A can be used to compute the surface diffusion of Kjy.

iii. Calculate v from Eqs. (6.3-6.7) and extend its value away from the interface, which
will maintain ¢ as a signed distance map [zhaol996variationall.

iv. Find the maximum wvyax value of |v| near the interface and use vimaxAt = NerLAs
to determine time step At, where Ncpy, is the CFL number for the current step and
As is the grid spacing in each dimension. The CFL number is taken to be 0.1 for the
sake of stability and accuracy although larger values can also be used.

v. Update ¢ with Eq. (6.11).

vi. Reinitialize ¢ to be a signed distance function if necessary.

6.1.1 Relaxation Under Constant Volume and Area without Spontaneous

Curvature
We first show that our algorithm will reproduce the discocyte and gourd shape for axis-symmetric
ellipsoids with zero spontaneous curvature. In this case, we set at each time step [du2006simulating]
oo AV _ Y=V dA_ 4,— A()
T dt At 7 dt At
where V' (¢), A(t) is the current volume and current area of the vesicle, V,, and A,, is taken to be the
initial volume and initial area of the ellipsoid. Requirement Eq. (6.12) combined with Eqgs. (6.5-
6.7) gives o, P that will keep the the volume and area of the vesicle constant during the simulation.
Figure 6.1 shows the relaxation of an oblate to a discocyte and the relaxation of a prolate to a
gourd. The reduced volume v for all shapes in figure 6.1 is 0.6.

soaa=0, (6.12)
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—— =0

Figure 6.1. Relaxation of an oblate (top left, v =0.6) to a discocyte (first row, second from left) and
relaxation of a prolate (first row, third from left, v =0.6) to a gourd (top right). The second row is a cross
section view of the first row.

6.1.2 Convergence verification for spatial and time discretization

To verify convergence in space discretization, we relax an oblate with v =0.6 on girds of different
sizes and plot bending energy, Lagrange multipliers P and o, the relative error in volume and area
as a function of time. In figure 6.2, curves of different color (magenta, red, blue, green) correspond
to different grid sizes (482,643,803,96%). The top left plot in figure 6.2 shows that the shapes of the
energy curves for different grids are qualitatively very similar and a zoomed in view shows that as
the grid is refined, the energy curve will converge to the one with the finest grid. The top right plot
and the bottom left plot in figure 6.2 shows convergence for the Lagrange multipliers. The bottom
right plot demonstrates very good conservation of volume and area during simulation, where dashed
lines are relative errors in volume and dotted dashed lines represent relative errors in area.

energy vs time for different grid sizes P vs time for different grid sizes

160 0
150 L —
- -200 —
g 140
2 -400 100 —
o 98.5 T~
2130 \ -105
2 120 98 & 80 . -
3 = 800 10 b=
2110 5 6 7 5 6 7
3 T %104 104
T 100 —_— . -1000
90 : -1200 |
0 1 2 3 4 5 6 7 1 2 3 4 5 6 7
time %104 time x10°4
. & vs time for different grid sizes e, and e v Vs time for different grid sizes
el
50 r
-100 S
16 NN 5
© -150 // o
165 | — T z
200 F / °
7
5 6 7
250 x10°* 10 ¢
300 . . . . . . . . . . . .
0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7
time x1074 time %1074

Figure 6.2. Top left: energy vs time for different grids. Grid sizes (483,643, 80%,963) are indicated by color
of the curves (magenta, red, blue, green), which applies to other subplots as well. Top right and bottom
left: convergence of Lagrange multipliers P, o. Bottom left: relative errors in volume (dashed curves) and
area (dotted dashed curves) vs time.
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To verify convergence in time discretization, we relax an oblate with v=0.6 on a 64> grid with
different Ncpr, since our adaptive At is computed from At = NerrLAS/Vmax. In figure 6.3, curves
of different color (magenta, red, blue) correspond to different values of Nggr, (1,0.5,0.1). The top
left plot in figure 6.3 shows that the shapes of the energy curves for different values of N¢py, are
qualitatively very similar and a zoomed in view shows that as smaller values of Ncpr, are used,
oscillation will be suppressed and the energy curve will converge to the one with smallest Ncpr,.
The top right plot and the bottom left plot in figure 6.3 shows convergence for the Lagrange
multipliers. The bottom right plot demonstrates very good conversation of volume and area during
simulation, where dashed lines are relative errors in volume and dotted dashed lines represent
relative errors in area.

energy vs time for different CFL numbers P vs time for different CFL numbers
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Figure 6.3. Top left: energy vs time for different grids. Different values of Ncri, (1,0.5,0.1) are indicated
by color of the curves (magenta, red, blue), which applies to other subplots as well. Top right and bottom
left: convergence of Lagrange multipliers P, o. Bottom left: relative errors in volume (dashed curves) and
area (dotted dashed curves) vs time.

In summary, the semi-implicit scheme adopted from [smereka2003semi] still gives convergences
when applied to more complicated scenarios, which ensures accuracy of the shape obtained in our
simulation.

6.1.3 Effects of Constant Spontaneous Curvature

To explore effects of a constant spontaneous curvature, we repeat numerical experiments in section
6.1.1 with a non-zero C. Figure 6.4 shows the shape evolution of a vesicle whose initial shape is an
oblate of with v =0.6. The spontaneous curvature C' is set to be —30 (note that in our convention
the mean curvature of a unit sphere is —2). As can be seen from figure 6.4, a large negative
spontaneous curvature will amplify small ripples (from numerical errors) and lead to growth of legs,
which eventually results in pinching off of smaller vesicles. Figure 6.5 shows the shape dynamics of
a vesicle whose initial shape is a prolate of reduced volume 0.6. Setting C' to be —30 leads to the
pinching of the prolate into three smaller vesicles. Figure 6.4-6.5 also demonstrates that curvature
driven topological changes can be handled perfectly by our implementation of the level set method
even in three dimensional space.
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Figure 6.4. Shape evolution of an oblate with v =0.6 and spontaneous curvature C' = —30.
Figure 6.5. Shape evolution of a prolate with v =0.6 and spontaneous curvature C' = —30.

6.1.4 Effects of Spontaneous Curvature and Osmotic Pressure

In section 6.1.1-6.1.3, the reduced volume is kept constant by preserving volume and area of
the vesicle. Experimentally, the volume of a vesicle can be adjusted by putting vesicles under a
constant osmotic pressure [yanagisawa2008shape]. In this section, we explore effects of a nonzero
spontaneous curvature and a constant osmotic pressure. This can be done by setting P = Py =
constant and oaa = oa4, = constant. Note that setting oaa =04, is equivalent to setting C' =
—oaa,h/ Kk and shifting o to o+ %C’Q. Therefore we can explore effects of a constant spontaneous
curvature by either specifying the value of C' or the value of oa 4. In other words, both C and oa 4
can be interpreted as generalized forces with the area difference between the bilayer as generalized
displacements. In this section we set at each time step

dA  A,— A1)
dat At
where A, is set to be the initial area and A(%) is the current area. Requirement Eq. (6.13) combined
with Egs. (6.5-6.7) will give o that conserves area.

In figure 6.6, we start with a prolate with v =0.5 and set Py=—2000,0a 4,=0. A large negative
pressure will reduce volume of the vesicle and transform the prolate to a tube. In figure 6.7, we start
with an oblate with v =0.4 and set Py=—1000, 0a4,=13. The negative pressure term will deflate
the oblate and the oblate eventually pinches into a torus. In figure 6.8, we show the evolution of
an oblate with v =0.75 under a smaller pressure Py=—200 and different oa 4, (0a4,= 12 for the
top row and oa a,= 20 for the bottom row). As can be seen, depending on the relative strength of

C=0,P=PF,, yOAA=O0AAg (6.13)
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the effects of spontaneous curvature and pressure, an oblate can either relax to a three leg starfish

or a four leg starfish.

Figure 6.6. Relaxation of a prolate to a tube.

- ’
— - J—

Figure 6.7. Pinching of an oblate to a torus.

Figure 6.8. Deformation of an oblate into starfishes.

6.1.5 Relaxation under Constrained Reduced Area Difference

By trying different values of Py and o4, in section 6.1.4, we obtained shapes of different reduced
volumes and reduced area differences. We can also constrain the reduced area difference by the
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Lagrange multiplier method by setting

oo AV _ Voo V(D) dA_ Ay~ A() d(Aa) _ [ Aay— Aa(t)
V@ T Ar a4t At @ F At ’

where Aay, is the prescribed reduced area difference, Aa is the current reduced area difference,

n:(&) = { gign(g) B Zgzgg iz where ¢ is a small positive constant limiting the time rate of change of

the reduced area difference.

In the top row of figure 6.9, we start with an oblate with v =0.6 and Aa=1.05 (calculated from
initial values) and relax it with Aa,=Aaq, i.e., Aa is conserved. The resulting shape loses cylindrical
symmetry and becomes triangular. In the bottom row of figure 6.9, we start with a prolate with
v=0.9 and Aa=1.05 and set Aa,=1.10. The resulting shape also loses symmetry and deforms
into a pear. In figure 6.10, we start with a triangular oblate resulting from the Aa preserving
relaxation of an symmetrical oblate with v=0.8, Aa=1.04 and set Aa,=0.9. The final shape is
a stomatocyte that invaginates inward. In figure 6.11, we show the transformation from an oblate
(v=0.55, Aa=1.06) to a two leg starfish (Aa,=1.22) in the top row, and the transformation from
a prolate (v=0.55, Aa=1.47) to a necklace (Aa,=1.60).

It is interesting to see how those asymmetrical shapes (starfishes, triangular elliptocyte, pear,
stomatocyte, etc) arise naturally from initially symmetrical shapes in the simulation.

--

Figure 6.9. Top row: shape transformation of a symmetric oblate to a triangular elliptocyte. Bottom row:

shape transformation for a prolate to a pear.

o C5 &0 O

Figure 6.10. Top row: shape transformation of a triangular elliptocyte to a stomatocyte. Bottom row:
cross section view of the top row. Note that the initial shape is not symmetric and the cross section view
is not unique.
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Figure 6.11. Top row: shape transformation of an oblate into a two leg starfish. Bottom row: shape
transformation of a prolate to a necklace.

6.2 Shape of Multi-component Vesicles

In this section, we further develop numerical schemes introduced in section 6.1 to deal with
multicomponent vesicles. Experimentally, lipid domains can be produced from mixtures of high
melting temperature (saturated) lipids, low melting temperature (unsaturated) lipids and choles-
terol [veatch2003separation]. Because of its hydrophobic steroid ring structure, cholesterol can fit in
neither the solid-ordered phase of the saturated lipids(due to its peculiar size and shape) nor the Lo
(lipid-disordered) phase of the unsaturated lipids (due to hydrophobicity), which then introduces
the Ld (lipid-ordered) phase [mouritsen2005life]. The lipid-ordered phase, on the one hand, main-
tains fluidity and allows necessary rapid diffusion in the plane of the membrane, and on the other
hand, features conformational order in the lipid chains that increases rigidity and stability of the
membrane [mouritsen2005life]. Those lipid-ordered domains have many similarities with lipid-rafts
found in vivo [harayama2018understanding| which are important in many membrane functions.

Theoretical and numerical studies of multi-domain vesicles begun as early as in 1990s. Jiilicher
and Lipowky seems to be the first to propose a Hamiltonian for multidomain vesicles which also takes
into account effects of different Gaussian bending moduli for different domains [julicher1996shape].
Taniguchi performed numerical studies of phase separation dynamics and shape deformation of
two component vesicles [taniguchil996shape]. Jilicher and Lipowky’s theory was then confirmed
by Baumgart’s experiments [baumgart2005membrane]. Recently, phase filed methods are adapted
for numerical simulation of multicomponent vesicles [wang2008modelling, lowengrub2009phase,
sohn2010dynamics|. Our level set approach is the first three dimensional simulation of multicompo-
nent vesicles that takes into account differences in Gaussian bending moduli and can easily incorpo-
rate forces from the more general line Hamiltonian Eq. (3.2). In our simulation, vesicle shape evolves
according to mechanical forces from variational calculations in chapter 3 while the driving forces
calculated in the phase-field model is only thermodynamically consistent [wang2008modelling,
lowengrub2009phase].

6.2.1 Hamiltonian of an Incompressible Biphasic Vesicle

Consider a vesicle with Ld and Lo phases and we use P~ and P* to denote the surface patches
corresponding to Ld and Lo phases. The plus/mius sign comes from our numerically convention

P~ ={R(2)|¢(2) =0,¢(2) <0}, P* ={R(Z)|$(Z) =0, ¢(Z) > 0}. (6.14)
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Thus n points into PT from P~. The Hamiltonian for a biphasic vesicle can be written as

Ld Lo
Hyyi = / dA[%(KM — Ot Ii%dK:| + / dA[ ”2 (Kp — O°)2 4 nI@dK}
— P+

+ a—</ dA—A‘)+a+</7)+dA—A+>—P< %Vdfl—%)

1 2
+ dl(m—i—/@gkg—l—mTTg—i-finkn)—i—/dA%[(l — )2+ (1—2) } (6.15)
.
Ld (Lo) Kéd(LO)

where Kk is the mean curvature and Gaussian curvature bending moduli for the

Ld(Lo) phase, C"4() the spontaneous curvature for the Ld(Lo) phase, o ~(*) are Lagrange multi-
pliers conserving area A~(*) of the Ld(Lo) phase, P constrains volume of the vesicle, ;. 4 ., can
be interpreted as line tension constants associated with curve length, geodesic curvature, geodesic
torsion and normal curvature. The c¢ field in Eq. (6.15) measures local compression and stretching.
Physically, ¢ may be interpreted as density of lipid molecules of the vesicle. The hypothesis of
being incompressible means density of lipids should remain constant during surface deformation.
Dynamics of ¢ is dictated by the conservation law

%-ﬁ-VH - (ev) =0, (6.16)
where v is the velocity field of the vesicle. Initial value of c is set to be 1 everywhere. When
¢>1(c< 1), the vesicle is locally compressed(stretched). A large elastic moduli p in Eq. (6.15)
will help keep the vesicle incompressible by penalizing deviations of ¢ from 1. This idea of defining
a local field measuring local stretching is adopted from [aland2014diffuse]. The model defined in
Eq. (6.15) is the spontaneous curvature model for biphasic vesicles from [julicher1996shape] with
a generalized line tension term and an additional elastic energy term enforcing incompressibility.
In the practice of level set method, the level set function is periodically reinitialized to be a
signed distance function to maintain numerical accuracy and stability [sussmanl1994level|. For
the same reason, the auxiliary level set function v used to represent phase boundaries also needs
periodic regularization. In [towers2009discretizing]|, it was shown that to obtain a convergent
scheme for calculating length of phase boundary with Eq. (4.57), ¢, should be a signed distance
function and their zero level set should be orthogonal to each other. In our numerical experiments,
we found that ¥ being a signed geodesic distance function gives better stability. The geodesics can
be computed by iterating to equilibrium the following PDE [cheng2002motion] in virtual time 7

%wign(womv“m _1)=0. (6.17)
We refer the reader to [zhang2020sixth] for the state of art numerical scheme for computing
geodesics in the level set framework.

The above regularization makes sense only if the phase boundary is located on the surface of
the vesicle. However, in simulation of biphasic vesicles, the phase boundary will shrink into a very
small circle and eventually disappear after domains of a different phase pinches off. In this case of
biphasic vesicles pinching off at phase boundaries, we add an additional energy term Hies(), V1))
to regularize 1

Hos(,9%) = [ DN -V02av + [ (90 pav. (6.15)

The first integral in Eq. (6.18) diffuses 1 in the normal direction IN of the surface with a diffusion
coefficient Dy, which is also employed in the phase-field method [wang2008modelling| to keep two
tanh profile orthogonal. The second integral in Eq. (6.18) is adopted from the distance regularized
level set method developed by Li in a series of papers [li2005level, 1i2010distance|, where p(|V|)
has a minimum value of zero at |V |=1. Minimization of [ p(|V1|)dV will help keep |V1)| close to
1. This functional plays a similar role to the Lyapunov functional giving rise to the Cahn-Hilliard
equation for phase separation. While the latter keeps ¢ a tanh profile, the former maintains
close to a signed distance map. We set p(|]V#]) to be a quadratic function following [1i2005level]

PV =221 - vy
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More choices of p(|V|) are discussed in [li2010distance]. In practice, when there is no pinching
of phase boundaries, we solve Eq. (6.17) to regularize the auxiliary level set function t. When
a narrow neck is detected, we switch to minimize Eq. (6.18). We set Dy =1 and D,,=1 in our
numerical experiments.

To derive dynamical equations for ¢ and v, we calculate variation of Eq. (6.15) under a variation
R— R+ 6R. Under this variation, the lipid density variation is given by Eq. (3.31). If the surface
energy density f(c) is only a function of ¢, then 6f(c) = (9f /dc)dc and the variation of [ f(c)dA
is given by Eq. (3.33). Comparison between Eq. (3.33) and Eq. (3.26) implies that a density
dependent surface energy density f(c) is equivalent to a surface tension f(c) —c(9f /0c). Let us
denote by o, this equivalent tension for the incompressibility penalty term fi,(c) :%[(1 —c)?+
(1—1/¢)?). Then,

chincagén%{(%1><%l>+(102)]. (6.19)

Now, from Egs. (3.33,6.19) and results in chapter 3, we have

0Hn;
e (6.20)

where the surface bending force f5, and line forces gy, located at phase boundary are

Jou = V||ac—{m(A|KM+%K1?4—2KMK+ZCK—%CQKM>—(a—i—ac)KM—P]N (6.21)

HLO
2

Ld
dbo = (KLd — HLO)VLKMN — |:KT(KM — CLd)2 (KM — CLO)2:|’I’7,

K — kP -
B 1 (Kn+VagN)+ (o~ —ot)n p + xi(kgn + k,IN)
5, [(Vskg — knTy) N — (Viskn + kgg)n] + kn[(Vs7y + kgB1)n + 72M)] (6.22)

where

k= KRH(Y) + kM1 - H(y))
C = CYH(y)+CM(1—H(v))
o= otH(Y)+0o (1—H(1))

with H (1)) as the Heaviside function of 1. Note that presence of r, is equivalent to a difference of
Gaussian bending moduli k2 and £%°, which is a direction result from the Gauss-Bonnet theorem.

The normal speed v, of the surface is determined from the balance of bending force and viscous
force in the IN direction

(fsut5(¥) VY [gbo) - N = Cbitsu, (6.23)

where the coefficient §(¢)|V )| diffuses line force to surface and we will take the viscosity coefficient
Cpi to be one for simplicity. The normal speed v, of the phase boundary is determined from balance
of forces in the n direction

Gbo M= gbi(vbo - Usn) (624)

where the viscosity coeflicient & is set to be one and v, is the n component of surface velocity
set by

.fsu ‘n= Cbivsn; (625)

with the visocisity coefficent (p; being one. The Lagrange multipliers 0,0, P are determined from
constrains on volume, total area and distribution of areas among different phases. The time rates
of change of total volume V and total area A are still given by Egs. (6.5,6.6) with the replacement

v- N =uvg,. (6.26)

The third constraint is now the one imposed on the area A~ of the Ld phase, whose time rate of
change is now given by
%: / (= Knr)vaud A + / Vpedl. (6.27)
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In all of our simulations, we will always keep the ratio of different phases a constant. We will
therefore set
dA= A (0)— A (¢)
T Al (6.28)

most of the time, where A~(0) is the initial area of the Ld phase.
Now we have three fields ¢, 1, ¢ to evolve. The level set function ¢ still follows the level set
equation
0
E¢+usu|v¢| =0 (6.29)

and is handled in the same manner as in the previous section. The evolution of the auxiliary level
set function 1 is dictated by

N _ OHreg
E+Ubo|v"(/f|* &/} ) (630)
where
OHyeq { p'(IVY]) }
———= = V- <(DyN -V¢Y)N +——-2LV
= DN<KM%+N"V¢NJ'VW+NiNjV,-ij/)>
p'(IVY]) p"(IVYDIVY] = p'(IVY]) - T
} A+ V1 @ Hessian(v) ® (V).
The advection velocity v, for ¢ is determined from
fsu: Cbivc (631)
and the dynamical equation for c is
%-I—V” - (eve) =0. (6.32)

It is worth discussing how we relate velocity fields vy, Vb, Ve to force densities fsy, gno in our
simplified hydrodynamic model. The surface force density fs, drives advection of ¢, and ¢, so fsu
will contribute to all of them. We assume that the line force gy, will introduce a singular surface
force and therefore contribute to vsy via §(¢0)|V)|gpo - IN. This force will also drive minimization
of boundary energy even if the vesicle is held static by some external force. Thus vy, should be
directly linked to g, and we assumed a simple linear relation. We did not include gy, directly in
v.. We assumed that gy, will induce a tension jump of (6~ — ™) between the Ld and Lo phase
and it is this jump in tension that leads to changes in ¢ via compression or stretching of the vesicle
(see Eq. (3.31)), whose effects are included by the dependence of fsy, on o*. In a more realistic
hydrodynamical simulation, the line force density gy, will give rise to a locally varying tension field
with jumps at phase boundaries instead of two constant tensions o* with different phases. This
also makes it very difficult for us to conserve areas of small domains in the presence of more than
one domain. Still, we can make many interesting simulations within this very simple framework.
More physically consistent models will be the topic of future research.

Egs. (6.29,6.30,6.32) are handled with the same semi-implicit scheme as is for Eq. (6.9). For
the lipid density field ¢, we use diffusion operator A to smooth its dynamics. For 1, we still use
the BiLaplacian operator. Thus, ¢, c and 1 will be updated by

Pt = ¢ — AL+ aAtA2) Yo, |V o[} (6.33)
et = A1 — aAtA) YV (cvo) 1" (6.34)
Pt = 1/1”At(]l+aAtA2)1{vbo|V¢|+M;—$g} . (6.35)

The algorithm for biphasic vesicle dynamics is then as follows:

Initialize the level set functions ¢, v on a three dimensional cartesian grid. Usually we initialize
¢ to be a sphere. Field ¢ will be iterated to be the Geodesics on the surface with the numerical
method from [zhang2020sixth]. Field c is set to be one everywhere. Set Dy =0 and D,,=0.
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Repeat until the maximum time or the maximum number of iterations is reached:
i. Calculate geometry fields with the discretization from Chapter 4.
ii. Calculate surface force density fi, and gy, without terms from Lagrange multipliers o+, P.

iii. Find the maximum v,y value of | fs,| near the interface and use vymaxAt = NeprAs to
determine time step At. We take the CFL number Ncgr, =1 for simulations in this section.

iv. Solve for the Lagrange multipliers o, P by specifying dV' /dt,dA/dt,dA~ /dt in Egs.
(6.5,6.6,6.27).

v. Calculate the complete fs, and gpo. Then find vgy, Ve, Vbo.
vi. Calculate (¢"*1, et yyn+1) according to Egs. (6.33,6.34,6.35)
vii. Reinitialize ¢ if necessary.
viii. Calculate maximum (As (kn)?+ (k:g)Q). If this number is larger than 30, we stop using

Eq. (6.17) to regularize ¢ and set Dy =1, D,, =1 thereafter. Those numbers are found by
try and err with numerical experiments.

6.2.2 Deformation of a Two Domain Biphasic Vesicle

In this section, we give an illustration of a typical shape evolution driven by line tension. The
vesicle is initialized to be a sphere and the Ld phase (colored in red in Figure 6.12) covers 20%
of the whole area. The only nonzero parameters in this simulation are k™! = x° =1, x;=30. The
final reduced volume is set to be 0.90. The Lagrange multipliers are determined from

dav V,—V(t)\ dA  A,—A(t) dA- A, —A~(t)
dt 8( At )’E_ At dt At

at each time step, where V(¢), A(t), A~ (t) is the current volume, current total area, current area of
Ld phase, the prescribed volume V,=0.9V(0) and A,= A(0), A~ (t)=A(0), € is a small number
limiting the time rate of change of the volume. We are thus conserving total area and area of
different phases in our simulation while allowing the volume to decrease until the prescribed volume
is reached. As can be seen from Figure 6.12, the Ld phase bulge out under effects of the line tension
and a kink is introduced at the phase boundary. By starting with different phase distributions and
changing simulation parameters, we are able to explore effects of various physical origins.

N & M M

Figure 6.12. Deformation of a two domain biphasic vesicle.
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6.2.3 Convergence Verification

To make sure that our simulation will yield better results when finer grids are used, we run our
simulation described in the previous section on grids of different sizes and compare the final shape
and energy. The final shapes at numerical time 0.021 are shown in Figure 6.13, where grid sizes
goes from 483 in the left to 643 in the middle and 802 in the right. As can be seen from Figure
6.13, the final shapes are almost the same. A more quantitative comparison is given in Table 6.1,
where the final total energy, line energy and bending energies for Ld phase and Lo phase are given.
Those close values indicates numerical convergence of our scheme.

Figure 6.13. Final shapes in 3D view and cross section view at the same numerical time on different grids.
Grid sizes from left to right: 483, 643, 803.

grid sizes 483 64* 803
total energy 122.138 | 123.786 | 124.095
line energy 86.282 | 88.190 | 88.021

bending energy for Ld phase | 14.637 | 14.366 | 14.508
bending energy for Lo phase | 21.219 | 21.230 | 21.566

Table 6.1. Final energies from simulation on different grids.

6.2.4 Pinching of Biphasic Bidomain Vesicles

In this section, we explore conditions under which a two domain biphasic vesicles will pinch.
In particular, we will look at effects of the prescribed reduced volume, a constant spontaneous
curvature and line tension constant ;.

For a biphasic bidomain vesicle with the ratio of surface area for the Ld phase being r, it is
straightforward to find the maximum reduced volume rd,.x(r) that allows pinching of vesicle

into two parts to be (1 — r)3/2 +73/2, When r=0.5, rdmax(%) = g Thus if the prescribed final
reduced volume is larger than 47 no matter how large the line tension is, the vesicle will not pinch.
This is illustrated in Figure 6.14, where we show final shape of vesicles with different prescribed

reduced volume v, and line tension constant ;. The only nonzero parameters are k™= glo =1,
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2
V2
K; are set to be 5,10, 30 respectively. When k; is small, the vesicle looks like a prolate from the
previous section. When k; is large, the two parts of the vesicle becomes more like spheres under
constraints of volume and area. v, is set to be 0.7 for the bottom row and &; is 4,5, 10 going from
left to right. As expected, when the prescribed reduced volume allows pinching, very narrow neck
can be obtained and as «; is further increased, vesicle will pinch at phase boundary. Even though
Figure 6.14 shows final shapes of vesicles with different v, and «;, from left to right we may also
regard them as dynamical shape transformations with increasing line tension.

Figure 6.14. Final shapes of vesicles with different prescribed reduced volume v, and x;. For top row,
vp=0.8, k; is 5,10,30 from left to right. For bottom row, v, =0.7, x; is 4,5,10 from left to right.

k1# 0. For the top row, v, =0.8 >—. Going from left to right on the top row, the line tension

Now we study effects of a constant spontaneous curvature C. We first run our simulation with
different vy, x; and C% =T =0 for a number of steps. Then we set Cd=C™ = and observe
effects of different C'. This may be regarded as a preliminary investigation of the effects of curvature
inducing proteins added to systems of biphasic vesicles. The results are shown in Figure 6.15.
For the first row, we set v, =0.7, K1 =>5 and the first figure shows shapes of the vesicle just before
C is set to —5. The next five pictures in the first row shows evolution of the same vesicle. Note
that v, =0.7, kK, =>5,C =0 leads to a very narrow neck but no pinching (bottom middle figure in
Figure 6.14 shows the final shape). Thus adding curvature inducing proteins may have an effect
of destabilizing a very narrow neck and inducing pinching of vesicles. When the same nonzero
C(=-5) is set for a vesicle with v,=0.7, 5k, =4 (bottom left figure in Figure 6.14), the neck radius
will shrink but the vesicle is unable to pinch (middle row in Figure 6.15). If we increase C to —10,
then the vesicle will readily pinch into two (bottom row in Figure 6.15).
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Figure 6.15. Effects of a nonzero spontaneous curvature. The first column from the left are starting
shapes resulting from simulations with Cd=C%°=0,r=0.5 (area ratio of Ld phase), vp=0.7 and different
k1(top row k; =5, middle row and bottom row &; =4). Then we set C*d =CL°=(C (top row and middle
row C' = —5, bottom row C' = —10) and show the effects of different spontaneous for each row.

From the above numerical experiments, we see that reduced volume vy, ratio (r) of different
phases (or area of lipid rafts), line tension constant k;, spontaneous curvature C' can all play a
role in the pinching of biphasic vesicles. A complete exploration of effects of all parameters in Eqs.
(3.1,3.2) is beyond the scope of the current thesis.

6.2.5 Pinching of Multidomain Biphasic Vesicles

For simulation of bidomain vesicles, it is not necessary to impose the incompressibility condition
as long as we keep ratio of each phase a constant. For multidomain vesicles, incompressibility
becomes necessary if we want prevent nonphysical changes of domain sizes, as is shown in Figure
6.16. Note that in [wang2008modelling], the author termed this nonphysical domain coarsening the
Oswald ripening, but this is simply due to a lack of imposed incompressibility. For the vesicle in
Figure 6.16, we set V,=0.9V(0) and we are conserving total area and area of each phase. Other
parameters are kb =1, klo =10, k; = 20.

Figure 6.16. Domain coarsens if we set u=0.
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To impose incompressibility, we set 4 =1000. The resulting shape evolution at the same numer-
ical time is illustrated in Figure 6.17. Domain shrinking and coarsening is not eliminated in Figure
6.17 but greatly reduced. A better way to impose incompressibility is to solve for a local tension
so that the surface divergence of the velocity field is zero. This is currently under investigation.

Figure 6.17. Domain becomes more stable if we impose the incompressibility condition by setting p = 1000.

For the vesicle evolution in Figure 6.18, we changed the relative bending moduli of Ld (red)
and Lo (blue) phases. Now we have k¥4 =10, k=1, k;=20. We also allows a smaller volume by
setting V,=0.8V(0). Since domains in red are more rigid now, the tendency for them to flatten out
dominates the tendency to bulge out. This flattening transformation unexpectedly creates narrow
channels among nearby domains and then under the effects of line tension, smaller domains begin
to fuse into large circular ones. This fusion of domains and the large bending moduli for the red
phase together makes the shape of the vesicle more and more planar. Note that we observed some
nonphysical shrinking of domains on the sides even though we set p = 1000 for this case. This
is yet to be addressed. Still, Figure 6.18 is an interesting example showing the effects of different
bending moduli and the interplay of domain fusion and shape dynamics of the vesicles.

X X X X
oo

Figure 6.18. Vesicle shape dynamics under the effects of different bending moduli and domain fusion.

The next two numerical examples are inspired by experiments from [yanagisawa2008shape],
where the author subjected phase separated vesicles to osmotic pressure differences and observed
outside and inside budding. In Figure 6.19, we set V,,=0.8V(0), k¥4 = xM° =1, x; =100, = 1000.
To maintain stability of the simulation, we use the maximum line curvature of the phase boundary

to detect imminent pinching of domains. In practice, we calculate max |/ (k,)?+ (ks)? near the
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phase boundary and when this number is larger than 30/ Az, where Az is the grid spacing, we
stop using Eq. (6.17) to regularize ¢ and set Dy =1, D,, =1 thereafter. This partial pinching of
vesicles is very similar to the experiments illustrated Figure 2a from [yanagisawa2008shape].

& %
00

Figure 6.19. Outward partial pinching of multidomain biphasic vesicles under osmotic pressure.

In Figure 6.20, we let the phase separated domains invaginate inwardly at the start of the
simulation. This initial invagination could be induced experimentally by subjecting ternary vesicles
to osmotic pressure before phase separation begins [yanagisawa2008shape]. Also, we directly set
the pressure P to be —600 instead of calculating it as a Lagrange multiplier. In this case, under
a negative pressure, phase separated domains bud inside. This is very similar to experimental
observation of Figure 2b in [yanagisawa2008shape].

Figure 6.20. Inward partial pinching of multidomain biphasic vesicles under osmotic pressure.




90 NUMERICAL EXPERIMENTS: SHAPE OF VESICLES

By adjusting values of different parameters and starting with different initial conditions, we
are able to explore effects of many parameters such as line tension constant x;, bending moduli,
prescribed reduced volume, osmotic pressure etc. We may also explore effects of different Gaussian
moduli by using a nonzero x4 and other line tension parameters such as rr, £,. A thorough analysis
of complete line energy (Eq. (3.2)) is beyond the scope of the current paper and will be presented
elsewhere. Still, our numerical scheme integrates different physical forces more naturally than that
of [wang2008modelling] and allows more parameters to be explored.

6.3 Coupling Between Shape Dynamics of Vesicles and Pro-
tein Kinetics

In previous sections, bending moduli and spontaneous curvatures are assumed to be constant either
through the whole vesicle, or through different phases. In reality, those parameters depend not
only on lipid composition, but also on the oligomerization of curvature scaffolding proteins and the
reversible insertion of protein regions that act like wedges in membranes [memahon2005membrane].
On the other hand, molecular dynamics simulation and in vivo budding assays show that pro-
teins with an amphipathic helix can sense membrane curvature and preferably localize to regions
of high curvature where they can then mediate membrane scission [martyna20l6curvature,
rossman2010influenzal. Research investigating the interplay of membrane curvature generation
and sensing is still a rapidly developing field [baumgart2011thermodynamics]. In this section,
we develop a simple model for curvature sensing and curvature generation by protein molecules
in the level set framework.

6.3.1 Diffusion and Advection of Curvature Sensing and Generation Pro-
teins on a Static Surface

As a first step, let us investigate how protein molecules should move tangentially on a static curved
surface. The Hamiltonian of the system now depends only on the protein concentration field ¢,
and can be written as

H(c,) = / 1y, — ey, (6.36)

where the bending moduli x(c,) and the spontaneous curvature C(c,) now depends on protein
concentration ¢,. The Hamiltonian in Eq. (6.36) measures the mismatch energy between membrane
bending and protein packing. Protein molecules will be advected so as to to minimize this mismatch
energy. Suppose that we subject protein molecules to a position variation dR,=W*S,, constrained
to the surface of the membrane. Then the variation of concentration ¢, will be given by

dp(cp) ==V (cp0Rp), (6.37)

which simply says that concentration change is minus the outgoing material flux induced by éR,
and we used subscript p to stress that this variation is related to position changes of protein
molecules (in contrast to the one without this subscript related to changes in surface position).
Note the difference between Eq. (3.31) and Eq. (6.37), where the former variation arises from
stretching and compression of lipids while the latter one results from directional advection of
protein molecules. Now if the surface energy density f(c,) is only a function of ¢,, the variation

of [ f(cp)dA is given by Eq. (3.47) and we can interpret the integrand (—chH(?Tf) of the surface

integral in Eq. (3.47) as molecular forces from lipids to protein molecules. The advection velocity
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v,, of proteins molecules can then be determined from balance of this molecular force and viscosity

of
*CPVHa_Cp = (pyp, (6.38)
where (, is the viscosity coefficient for lipids and protein molecules. The dynamics of ¢, is given
by the conservation law
dc
# +V- (cpvp) =0. (6.39)
Let us take the pear shaped vesicle from Figure 6.9 as the curved surface and observe the
advection of protein molecules under different models for x(c,) and C(cp). In this thesis, we
restrict our models to the linear ones adopted by [lowengrub2016numerical| based on experimental
measurements from [jin2006measuring]. In particular, we set

k(cp) = Ko + k1cp, C(cp) = Co+ Cicy. (6.40)

Firstly, let us assume that the bending moduli « is independent of ¢, and the spontaneous curvature
C(cp) is linearly dependent on c¢,. Numerically, we set kog=1,k1=0,Cy=0,C1=—1 and ¢,(S,
t=0)=4.75. Then we solve Eq. (6.39) on this curved surface. The numerical scheme is the same
as that for ¢ in Eq. (6.34). The resulting density dynamics of ¢, is shown in the top row of Figure
6.21, where we see that protein molecules tend to aggregate near the pointy pole of the pear and
flow away from the saddle shaped neck region where the mean curvature is approximately zero. The
total mass of protein molecules is set such that the equilibrium distribution of ¢, is locally equal to
the mean curvature. As a second example, we set ko=1,k1=10,Co=0,C1=0,cp(S5,t=0)=1. This
time, we observe how protein molecules redistribute by dependence of bending moduli on ¢,. The
result is illustrated in the bottom row of Figure 6.21. As expected from minimization of Eq. (6.36),
protein molecules now will congregate at the neck region and stay away from the most curved part
of the surface. When both x; and C are nonzero, the equilibrium distribution of ¢, will depend
on local mean curvature and the relative importance of x; and C7. With minimal modification,
we can also explore effects of non-linear models for x(cp), C(cp) and dependence of spontaneous
Gaussian curvatures on ¢, [schmidt2013influenza], which will be the topic for future research.

Figure 6.21. Protein redistribution due to curvature generation and sensing under different models. Left
colorbar and top row: protein molecules localize to regions of high curvature. Right colorbar and bottom
row: protein molecules localize to regions of small curvature.
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6.3.2 Coupling Between Shape Dynamics of Single Phase Vesicle and
Protein Kinetics

Having verified the numerical model for protein kinetics on a static surface, we move to combine
vesicle shape dynamics with protein kinetics in this section. The Hamiltonian for this system is
very similar to Eq. (6.1):

Hy — /@(KMC(C,,)VdAm(/dAAp)P( %ﬂmv,,)

—i—/dA%[(l—c)Q—i—(l—%)T (6.41)

where k(cp) and C(cp) are now functions of density of curvature generation and sensing proteins,
and we add the last term from Eq. (6.15) to impose incompressibility. The subscript ps in Eq.
(6.41) indicates that this Hamiltonian accounts for protein kinetics on a single phase vesicle. The
elastic bending force density fps results from

5H PS / JosdA (6.42)

and the velocity vy, of the vesicle is determined from fps = (,svps as is the case for Eq. (6.4), where
(ps is taken to be one. Note that in the calculation of Eq. (6.42), dc, is handled in the same way
as dc in Eq. (3.31). Since the variation of all of the terms in Eq. (6.41) has been calculated before,
we ignore the explicit form here. The resulting flow velocity vs, will be the one driving deformation
of the vesicle and density dynamics of c. In presence of a large p in Eq. (6.41), V- vs, =0 and
the flow is approximately incompressible, as is verified in Figure 6.17. If we set v, in Eq. (6.39)
to be vgp, ¢, will remain a constant if initially set to be a constant. We therefore postulate that
in addition to moving passively with lipids with velocity v}, additional tangential forces f, will
generate an extra velocity vy, for protein molecules via

fp=Cpoxp (6.43)

and

9 HPS / A, (6.44)

where we set szé to speed up tangential localization of protein molecules. The dynamics of the
system then consists of the level set equation Eq. (6.9) for ¢ with v =wps, the conservation law
Eq. (6.32) for ¢ with v, =wvsp and the mass conservation Eq. (6.39) for protein molecules with
VUp = Vps + Uxp. The entire algorithm is similar to that presented in Section 6.1 with additional
computation to evolve c and ¢, in each step.

As an example, we now allow the pear shaped vesicle in Figure 6.21 to bend along with protein
diffusion and advection. We set ko=1/12,k1=11/12,Cy=0,C71=—20 in Eq. (6.40) as our physical
model for the k(cp), C(cp) and ¢p(S,t=0) =1 as the initial condition. The Lagrange multipliers
o and P are determined from conservation of volume and area, i.e. dV /dt = (V, — V(¢))/At,
dA/dt= (A, — A(t))/At. The resulting shape dynamics of the vesicle and the density dynamics
of protein molecules is illustrated in Figure 6.22. At first, protein molecules flow into the pointy
pole of the vesicle and become relatively depleted in the neck region. This will reduce the bending
stiffness of the neck region and help narrowing the radius of the neck, which is due the dependence of
bending moduli on ¢,. After the radius of the neck becomes sufficiently small, the effect of curvature
sensing of protein molecules dominates and protein begin to accumulate near the neck region (see
the second graph in the bottom of Figure 6.22), facilitating scission of the pear shaped vesicle.
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Figure 6.22. Protein diffusion and advection due to curvature generation and sensing on a pear shaped
vesicle help scission of the vesicle. Colorbar on the right indicates values of ¢, on the surface. Numerical time
for each subgraph (from left to right, from top to bottom): 3.95 x 1076,2.41 x 1075,3.94 x 1073,5.51 x 1072,
6.19x 107°,6.25 x 107°,6.34 x 1075,6.47 x 10~°.

6.3.3 Coupling Between Shape Dynamics of Biphasic Vesicle and Protein

Kinetics
In this section, we take a look at how protein dependent bending moduli and spontaneous curvature
will influence shape dynamics of biphasic vesicles. In particular, we will look at how protein
advection affects scission of the biphasic vesicles. The Hamiltonian Hyy, is almost the same with
Eq. (6.15) for the biphasic vesicles with the additional assumption that bending moduli ")
and the spontaneous curvatures C4(M) are dependent on density of protein molecules. A linear
model is explored in this section

Ld(c,) = kG4 ke, k19(cp) = KE° + kloc,, CMd = C1° = Cy+ Cicp. (6.45)

K
which will add extra terms to the surface bending force fy, and line forces gy, in Egs. (6.21,6.22).
The normal speed vy, of the surface, the normal speed vy, of the phase boundary and the advection
velocity v, for c are still computed with Eqs. (6.23,6.24,6.31). The extra tangential velocity vy, for
protein molecules results from Egs. (6.43,6.44) with Hps replaced by Hpp,. The tangential advection
velocity for protein molecules is v, = v. + vxp. The dynamics of the whole system includes the level
set equation Eq. (6.29) for ¢, the evolution equation Eq. (6.30) of the auxiliary level set function
1), mass conservation Eq. (6.32) for ¢ and Eq. (6.39) for ¢,. Regularization of the level set functions
¢ and 1 is handled in the same manner. The entire scheme is the same as the one from section
6.2.1, with additional steps for protein advection.

Inspired by the experiments of [rossman2010influenzal, we let a phase separated vesicle bend
under the effects of line tension for a certain steps with constant £, k', CTd C™ then we turn
on dynamics for ¢ and ¢, by setting setting C; to be nonzero and adding a constant initial profile
for ¢ and c,. The purpose is to simulate how phase separated vesicle will respond to curvature
generation and sensing of protein molecules. In the first example, at the start, we set x4 =1,
KM =5, k=50, k! — k2 =3.6, Cd = CT° =0, ratio of surface area for the Ld phase be 0.1, pressure



94 NUMERICAL EXPERIMENTS: SHAPE OF VESICLES

+ are determined from conservation of area for each phase.

Ld/Lo
b

P =100. The Lagrange multipliers o
Note that here we used experimental data from [baumgart2005membrane] to set values for
k1, ke — k0. We did not prescribe a reduced volume here. Instead, a constant osmotic pressure P is
used, which is due to experimental observation of changes of volume during deformation of biphasic
vesicles [rossman2010influenzal. We let the vesicle deform with those parameters for 200 steps.
The resulting shape is the shown in Figures 6.23 and 6.24 as the starting point for our simulation.
The dynamics in the first 200 steps is very similar to Figure 6.12 and is omitted here. Then we
set ¢p(S,t=0)=1,¢(S,t=0)=1, u=1000,C* = CL° = Cj + Cic, and start solving dynamics for
c and ¢, in addition to that of ¢ and 1. For Figure 6.23, we used Cy=0,C; = —5 while for Figure
6.24 Cy=0,C1=—1. In Figure 6.23, protein molecules are advected to the region of high curvature
and depleted near the neck region. Then as the curvature of the neck region continue to increase
as it is getting narrower, density of protein increases here. Finally, part of the Ld phase (colored in
red) buds off from the mother vesicle. This result is very similar to the two dimensional simulation
of [lowengrub2009phase] but at odds with experimental findings of [rossman2010influenza] where
the Ld phase buds off exactly at the phase boundary. Shape dynamics in Figure 6.24 is very
similar to that in Figure 6.23, except that scission happens at the phase boundary which can be
qualitatively compared with experiments in [rossman2010influenzal. In Figure 6.23, scission of
vesicle is dominated by curvature generation molecules which resembles scission in Figures 6.4 and
6.5. In Figure 6.24, addition of curvature generation molecules help mediate scission through line
tension and the physics is more related to the simulation presented in Figures 6.14,6.15,6.19,6.20.
We also noticed in Figure 6.24, it takes a much longer time before scission happens. This can be
a result of slower advection due to smaller C.

Q Q Q N 15
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Q Q Q 2
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Figure 6.23. The Ld phase of a biphasic vesicle buds off due to curvature generation molecules. Numerical
time for each frame from left to right: 7.45 x 1073,8.67 x 1073,1.01 x 1072,1.11 x 1072,1.14 x 10~2.
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Figure 6.24. Curvature generation molecules help facilitate budding of biphasic vesicles. Numerical time
for each frame from left to right: 7.45 x 1073,5.65 x 1072, 5.71 x 1072, 5.74 x 1072, 5.74 x 10~2.
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The above numerical experiments shows the capability of our numerical scheme. A more
thorough exploration of different models for protein membrane interaction and more detailed
comparison with experimental data will be the topic of future research.






Chapter 7
Conclusion

In this thesis, we made some efforts towards a comphrehensive understanding of vesicle shape
dynamics. In particular, we calculated variations for a Hamiltonian for lipid bilayer vesicles with
higher order curvature energy from [deserno2015fluid], spatially varying bending coefficients, and a
more general line energy term. The resulting elastic forces can be used in descriptions of more gen-
eral elastic surfaces. We then showed how those invariant forces can be calculated in the cartesian
coordinate within the framework of level set methods. We developed a sixth-order accurate scheme
for Hamilton-Jacobi equations with level set-defined boundary conditions, which allows accurate
simulation of elastic surfaces and can find many applications in other sciecne and engineering
problems. We developed a semi-implicit numerical scheme [smereka2003semi| for the dynamics
of single phase vesicles and explored effects of spontaneous curvature, osmotic pressure and con-
strained reduced area difference on the equilibrium shape of single phase vesicles. We found that
large spontaneous curvatures lead to scission of vesicles and under an osmotic pressure, cylindrically
symmetric vesicles will lose this symmetry and develop complex morphologies. Many of those
intriguing shapes have been observed experimentally. We emphasize here the importance of volume
constrains in the dynamics of closed vesicles.

We then borrowed ideas from [cheng2002motion| to develop a numerical scheme for biphasic
vesicles by representing the phase boundary as a codimension-2 level set in three dimensional space.
This idea is also used in the phase-filed simulation of biphasic vesicles. The level set formulation has
the advantage of representing arbitrary complex models and evolve the system with physical forces
rather than simply time-step the system in a thermodynamically consistent way. For instance,
phase-filed formulation is unable to account for effects of different Gaussian bending moduli of
different phases, while our level set formulation can easily take this difference into account and
include more general forces from Hamiltonians in Egs. (3.1,3.2). As far as we know, no other
fully three dimensional numerical schemes can take into accounts of all of those effects beyond
the canonical Helfrich model. We implemented two methods to regularize the auxiliary level set
function. When there is no pinching along the phase boundary, we calculate the geodesics to the
phase boundary periodically with the numerical scheme from [zhang2020sixth]. In the presence of
singularities, we borrowed techniques from the distance regularized level set method [1i2005level,
1i2010distance] to maintain stability of our scheme. We then investigated how prescribed reduced
volume, line tension, spontaneous curvature, ratio of different phases of a biphasic vesicle affects
pinching of bidomain biphasic vesicles. A penalty term is used to impose incompressibility of
the vesicle. Interplay of domain fusion and shape dynamics of multidomain vesicles is presented.
Outward and inward budding of multidomain vesicles under constant osmotic pressure is observed
numerically, which is inspired by experiments from [yanagisawa2008shape].

Finally, a simple numerical model for curvature generation and curvature sensing of molecules
on the membrane is proposed. Numerical experiments are designed and implemented to show how
dependence of bending moduli and spontaneous curvature on protein density redistribute proteins
on regions of different curvatures. Then we combined protein advection and shape dynamics of
single phase vesicles and biphasic vesicle and investigated pinching of pear shaped vesicles and
biphasic vesicles in the presence of protein molecules. It was found that curvature generation and
sensing of protein molecules can facilitate scission of budded regions of the membrane. Two types
of pinching for biphasic vesicles are found. When large curvature are induced by protein molecules,
scission of lipid rafts happens away from the phase boundary. While protein molecules can generate
a relatively small curvature, less sensitive curvature sensing lead to slow advection and longer time
are needed before complete budding of phase separated region. This is a starting point for more
quantitative researches on scission of biphasic vesicles.
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98 CONCLUSION

Overall, we developed necessary theoretical tools and numerical schemes to simulate various
shape dynamics of vesicles. Our numerical experiments presented here shows the capability of those
tools, which can be used to answer many other interesting question, for instance, effects of the
difference of Gaussian bending moduli, higher order curvature energy, geodesic torsion and normal
curvature of phase boundaries. Still, more can be done to enhance our methods. A better scheme
to impose incompressibility and to solve conservation law on a curved surface that may undergo
large deformation is needed to have a more accurate dynamics for ¢ and c,. More physical insights
may be gained if the full Navier-Stokes equations are used to compute advection speed. These will
be left for future research.
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